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ABSTRACT
This paper discusses the representation of subgrid-scale turbulent mixing in bulk models of warm (ice free) clouds, which assume instantaneous adjustment to grid-scale saturation. This is a reasonable assumption for condensation of water vapor because supersaturations inside clouds are typically small (∼0.1% or smaller), except near cloud bases where about an order of magnitude larger supersaturations are anticipated. For the cloud evaporation, however, instantaneous adjustment to grid-scale saturation is questionable, especially when evaporation occurs as a result of turbulent mixing between a cloud and its unsaturated environment. This is because turbulent mixing between initially separated volumes of cloudy and cloud-free environmental air proceeds through a gradual filamentation of these volumes, with progressively increasing evaporation of cloud water during the approach to final homogenization. A relatively simple model of this chain of events is included in a bulk model of moist nonprecipitating thermodynamics. The model delays adjustment to saturation for cloud evaporation following the turbulent mixing until the volume can be assumed homogeneous. An additional prognostic variable, the width of a cloudy filament, is added to represent the progress of turbulent mixing and the approach to homogenization. Theoretical developments are illustrated by idealized 2D simulations of moist thermals rising from rest and realistic large-eddy simulations of a cloud field.

1. Introduction
Bulk approach is commonly used in modeling of warm (i.e., ice free) clouds to represent the effects of condensation and evaporation. In this approach, the amount of water vapor that condenses or evaporates is equal to the amount required to maintain exact saturation over the model grid box. Since the actual supersaturations (with respect to water saturation) that occur inside ice-free clouds are usually small (a few tenths of a percent or less), the bulk assumption is reasonably accurate as far as the condensation is concerned (cf., Kogan and Martin 1994 and references therein). When evaporation of cloud water is considered—especially in the context of a turbulent mixing between a cloud and its unsaturated environment (e.g., Austin et al. 1985; Paluch and Baumgardner 1989; Malinowski and Zawadzki 1993)—such an approach may be inappropriate because undersaturations occurring during evaporation of cloud water are not necessary small. Typically, turbulent mixing between cloudy and cloud-free air results in a significant delay of the homogenization over model-resolved scales. This is because scales at which the homogenization occurs are much smaller than the cloud model grid [below 1 cm versus tens or hundreds of meters; see discussions in Jensen and Baker (1989); Grabowski (1993); and Andrejczuk et al. (2004, 2006)]. As far as the turbulent mixing between a cloud and its environment is concerned, the timing of the homogenization is of primary importance because it results in evaporative cooling and typically the formation of negative (reversed) buoyancy (Grabowski 1993, 1995; Krueger 1993). This paper documents the development of a relatively simple approach designed to handle the disparity between spatial scales resolved by a cloud model and scales at which microscale homogenization takes place.

Various approaches have been developed in the past in an attempt to represent subgrid-scale structures in high-Reynolds-number turbulent flows. In large-eddy
simulation (LES) of boundary layer clouds, an approach based on a subgrid-scale condensation scheme of Sommeria and Deardorff is often used [Sommeria and Deardorff (1977); see Bougeault (1981); Lewellen and Yoh (1993); and Table A1 in Siebesma et al. (2003)]. Sommeria and Deardorff (1977) showed that application of their scheme to a simulation of shallow nonprecipitating convection resulted in the vertical moisture transport that was enhanced and extended farther up when compared to the traditional bulk “all-or-nothing” scheme. Typically, the subgrid-scale condensation applies information provided by the modeled variances of the temperature and moisture fields and their correlation (cf. section 4 in Sommeria and Deardorff 1977). However, it is unclear if the subgrid-scale condensation scheme is capable of simulating the delayed evaporation associated with turbulent cloud–environment mixing. Such a delay can be captured in a natural way when a linear-eddy model of Kerstein (1988) is used to model subgrid-scale turbulent mixing as applied in studies discussed in Krueger (1993), Krueger et al. (1997), and Su et al. (1998). However, this approach is expensive and so far has not been used in cloud modeling using an atmospheric LES model. There is also a large body of literature in the combustion community devoted to the interactions between turbulent mixing and chemical reactions, such as techniques based on eddy-breakup and eddy-dissipation models [see section 1.9 in Peters (2000); Jeffery and Reisner (2006); and references therein]. A relatively simple approach advocated in this paper inevitably includes various elements of these previous techniques.

The next section briefly discusses the traditional bulk approach to cloud condensation and evaporation. The modified approach is presented in section 3. Section 4 illustrates the impact of the modifications on moist thermals rising from rest and realistic large-eddy simulations of a field of shallow convective clouds. Discussion and outlook are presented in section 5.

2. The bulk approach

For the nonprecipitating case, the thermodynamic grid-averaged equations in the anelastic system are (e.g., Grabowski and Smolarkiewicz 1990, and references therein)

\[ \frac{\partial \theta}{\partial t} + \frac{1}{\rho_0} \nabla \cdot (\rho_0 \mathbf{u} \theta) = \frac{L_v \theta_c}{c_p T_e} C + D_\theta \]  

(1a)

\[ \frac{\partial q_v}{\partial t} + \frac{1}{\rho_0} \nabla \cdot (\rho_0 \mathbf{u} q_v) = -C + D_v \]  

(1b)

\[ \frac{\partial q_c}{\partial t} + \frac{1}{\rho_0} \nabla \cdot (\rho_0 \mathbf{u} q_c) = C + D_c, \]  

(1c)

where \( \theta, q_v, \) and \( q_c \) are the potential temperature, water vapor, and cloud water mixing ratios, respectively; \( \rho_0(z) \) is the base-state density profile; \( \theta_c(z) \) and \( T_e(z) \) are the environmental potential temperature and temperature profiles; \( L_v \) and \( c_p \) denote the latent heat of condensation and specific heat at constant pressure, respectively; \( C \) is the condensation rate; and the last terms on the rhs of (1a)–(1c) represent subgrid-scale turbulent transport terms.

In the bulk model, the condensation rate \( C \) is defined by constraints that the cloud water can exist only in saturated conditions and that supersaturations are not allowed [all-or-nothing scheme; cf. (3) and (4) in Grabowski and Smolarkiewicz (1990)]. For the uniformly saturated and adiabatic air parcel (i.e., \( q_v = q_{v0} \)), where \( q_{v0} \) is the saturated water vapor mixing ratio, and \( D_\theta = D_v = D_c = 0 \), the condensation rate \( C \) can be derived from the rate of change of the saturated water vapor mixing ratio (see the appendix). Such a condensation rate will be referred to as \( C^a \), where the superscript \( a \) stands for “adiabatic.”

The system (1) is usually solved using the time-splitting technique (e.g., Grabowski and Smolarkiewicz 1990, and references therein). In this technique, advection and eddy diffusion are calculated first, and the values obtained from the advection–diffusion step are adjusted by the condensation–evaporation. The adjustment brings the grid box back to saturation, provided there is enough cloud water in the case of evaporation. The implicit relationship between the variables obtained in the first step and the final variables provides the condensation rate \( C \) [cf. (7) in Grabowski and Smolarkiewicz (1990)]. The condensation rate calculated in such a way will be marked as \( C^{sa} \), where the superscript \( sa \) stands for the “saturation adjustment.” The saturation adjustment scheme can be easily made centered in time (cf. Grabowski and Smolarkiewicz 1996). Note that when saturation adjustment is applied, the grid box has to be saturated to contain any cloud water.

When the subgrid-scale structures of the thermodynamic fields exist, however, it is possible that the grid-averaged thermodynamic fields imply conditions below saturation and some cloud water does exist (cf. Sommeria and Deardorff 1977). Such conditions can occur, for instance, for a partially cloudy grid box, that is, when a part of the box is saturated and contains some cloud water, and the other part remains unsaturated and cloud-free. In fact, such a situation should be fairly typical for simulations of the turbulent mixing between a cloud and its dry environment when the model grid is much larger than scales at which small-scale homogenization occurs (cf. Andrejczuk et al. 2004, 2006).
3. The modified approach

The motivation for the modified approach is to improve representation of turbulent mixing between a cloud and its dry environment. Typically, the turbulent mixing leads to the evaporation of cloud water, so the emphasis here is on the formulation of the evaporation rate as already stated in the introduction. The picture of the turbulent mixing at Prandtl and Schmidt numbers close to unity is like that of the kinetic energy cascade, where larger eddies supply energy for smaller eddies, down to the Kolmogorov scale where the energy is dissipated by molecular processes. In this process, spatial scales of the scalar field decrease as the time progresses because of the development of smaller and smaller eddies, and the microscale homogenization (i.e., evaporation of cloud water) takes place once scales close to the Batchelor (and Kolmogorov) scale are reached (e.g., Jensen and Baker 1989; Grabowski 1993; Malinowski and Zawadzki 1993). Turbulent kinetic energy (TKE) can also be generated because of the evaporation of cloud water and buoyancy reversal at the cloud microscale (Grabowski 1993; Andrejczuk et al. 2004, 2006).

The latter mechanism dominates when the large-scale TKE input is small (cf. Fig. 5 in Andrejczuk et al. 2004; Figs. 6 and 9–15 in Andrejczuk et al. 2006). It follows that moist processes within clouds can modify the classical picture because of the presence of buoyancy effects that are absent in the homogeneous and isotropic turbulence. However, recent tethered balloon observations suggest that the classical picture is valid down to the 10-cm scale (Siebert et al. 2006).

Using similarity arguments, Broadwell and Breidenthal (1982, their section 2) proposed the following equation describing the evolution of the spatial scale $\lambda$ of the filaments of a conserved scalar field$^1$ during turbulent mixing:

$$\frac{d\lambda}{dt} = -\alpha \epsilon^{1/3} \lambda^{1/3}, \quad (2)$$

where $\epsilon$ is the dissipation rate of the TKE and $\alpha$ is a proportionality constant that has to be determined. If $U$ and $L$ are the velocity and spatial scale of large-scale (resolved) eddies that serve as a source of energy for the cascade, then $\epsilon \sim U^3/L$.

The time $\tau(l)$ required to break the initial-scale $L$

$^1$ The scale $\lambda$ can be formally defined in a similar manner as the Taylor microscale using the scalar field $\psi$ in place of the velocity field, that is, as $(\nabla \psi)^{1/2}(\nabla \psi^2)^{1/2}$, where angle brackets depict average over a volume much larger than $\lambda$ [e.g., see Eq. (8) and Figs. 1–3 and 9 in Andrejczuk et al. (2004)]. See also illustration of cloud filaments in Fig. 4 of Andrejczuk et al. (2006).

![Fig. 1. Evolution of the filament width $\lambda$ predicted by (2) for different dissipation rates. Each line is labeled by the dissipation rate in $m^2 s^{-3}$.](image)

down to the much smaller-scale $l$ might be estimated by integrating (2). The result is the following (Broadwell and Breidenthal 1982):

$$\tau(l) = \frac{3}{2} \frac{1}{\alpha} \frac{L}{U} \left[ 1 - \left( \frac{L}{\lambda} \right)^{2/3} \right] \approx \frac{3}{2} \frac{1}{\alpha} \frac{L}{U} = \frac{3}{2} \frac{1}{\alpha} \left( \frac{L^2}{\epsilon} \right)^{1/3}$$

for $l \ll L$. (3)

Since it is usually assumed that eddies loose a significant fraction of their energy in a single eddy turnover time $L/U$, it can be assumed that $\alpha \approx 1$. It can also be shown that the linear-eddy model implies $\alpha = 1.8$ (S. Krueger 2006, personal communication). In such a case, (3) predicts that the time $\tau$ is about three quarters of the eddy turnover time. In simulations discussed in section 4, $\alpha = 1.8$ is assumed.

Figure 1 illustrates prediction of (2) for the case of mixing events with $L = 50$ m and three different eddy dissipation rates: $\epsilon = 10^{-3}$, $10^{-2}$, and $10^{-1} m^2 s^{-3}$. The lowest value corresponds to low turbulence intensity as observed in convective clouds (i.e., near the cloud base), whereas the highest value may be considered the upper limit of the observed dissipation rates in the regions of active entrainment and mixing between a cumulus cloud and its environment (cf. MacPherson and Isaac 1977; Siebert et al. 2006). As the figure shows, it takes about 20 s to complete the mixing for $\epsilon = 10^{-1} m^2 s^{-3}$, whereas close to two minutes is needed for the case of $\epsilon = 10^{-3} m^2 s^{-3}$. When plotted on the log scale, the mixing predicted by (2) progresses slowly initially
and accelerates as $\lambda$ decreases: for $\epsilon = 10^{-3}$ m$^2$ s$^{-3}$, it takes more than 1 min to decrease the scale from 50 to 5 m, and only a few seconds to proceed from 10 to 1 cm.

Equation (2) is used as a foundation to model the subgrid-scale homogenization process. It is done by expanding (3) in the following way: i) advection of the scale $\lambda$ is allowed, ii) Reynolds averaging to represent subgrid-scale transport similarly as in (1) is added, and iii) source–sink term of $\lambda$ is included. The resulting conservation equation is

$$\frac{\partial \lambda}{\partial t} + \frac{1}{\rho_0} \nabla \cdot (\rho_0 u \lambda) = -a \epsilon^{1/3} \lambda^{1/3} + S_\lambda + D_\lambda,$$

(4)

where $S_\lambda$ is the source–sink term and $D_\lambda$ is the subgrid transport term. The subgrid-scale transport can be modeled in the same way as corresponding terms in (1). The dissipation rate of the TKE $\epsilon$ is represented in a standard way; that is,

$$\epsilon = c_\epsilon \frac{E^{3/2}}{\lambda},$$

(5)

where $E$ is the model-predicted TKE, $\lambda = (\Delta x \Delta y \Delta z)^{1/3}$, $\lambda = (\Delta x \Delta z)^{1/2}$ in 2D; $\Delta x$, $\Delta y$, and $\Delta z$ are model grid length in $x$, $y$, and $z$ direction, respectively; and $c_\epsilon$ is a constant (e.g., Klemp and Wilhelmson 1978; Margolin et al. 1999).

The source–sink term $S_\lambda$ considers three processes that affect the scale $\lambda$. These are (a) the formation of cloudy volumes due to grid-scale condensation; (b) the disappearance of cloudy volumes due to complete evaporation of cloud water; and (c) the homogenization of a cloudy volume. Since it is assumed that condensation due to saturation adjustment occurs always over the entire grid box, (a) is represented by simply resetting current value of $\lambda$ to the size comparable to the size of the grid box, say, $\Lambda$. Complete evaporation of cloud water [i.e., process (b)] is represented by resetting $\lambda$ to zero. Finally, microscale homogenization of the cloudy grid box (i.e., homogenization that results in a saturated grid box containing some cloud water) is represented by setting $\lambda = \Lambda$. These processes can be schematically represented as

(a): $\lambda \rightarrow \Lambda$ if $C^{sa} > 0$  
(b): $\lambda \rightarrow 0$ if $q_c = 0$  
(c): $\lambda \rightarrow \Lambda$ if $\lambda < \lambda_0$ and $q_c \neq 0$,

(6a)–(6c)

where $\lambda_0$ is the threshold value of $\lambda$ that represents scale at which molecular homogenization occurs (e.g., the Batchelor microscale). In the computational example used in the next section, $\lambda_0 = 1$ cm has been assumed.

In the modified approach, the condensation rate $C$ applied in (1) is calculated depending whether the saturation adjustment predicts condensation or evaporation, and, in the case of evaporation, depending on the size of filaments as predicted by (4). When the saturation adjustment predicts condensation, the rate applied in (1) is the same as in the traditional bulk model; that is,

$$C = C^{sa} \text{ when } C^{sa} > 0.$$

(7a)

When saturation adjustment predicts evaporation, the saturation adjustment is applied only if $\lambda \leq \lambda_0$ or $\lambda = \Lambda$; otherwise adiabatic rate is used. In the latter case, the fraction of the grid box covered by cloudy air $\beta$ has to be considered because the adiabatic rate applies only to the cloudy part of the grid box (cf. Brenguier and Grabowski 1993). In summary, in the case of evaporation (i.e., $C^{sa} < 0$), the rate applied in (1) is given by

$$C = \beta C^{sa} \text{ if } \Lambda > \lambda > \lambda_{dp},$$

(7b)

$$C = C^{sa} \text{ if } \lambda \leq \lambda_0 \text{ or } \lambda = \Lambda.$$  

(7c)

Note that the rate applied in (7b) might be either positive or negative depending on the vertical velocity (i.e., condensation and evaporation are both possible). In general, partial cloudiness $\beta$ should be independently predicted by the model. However, $\beta$ is only required in (7b), which has already been proposed based on relatively simple arguments. It follows that using a crude estimate of the fractional cloudiness in (7b) should be sufficient. Such an estimate can be derived based on the following argument. If the grid box under consideration is assumed to consist of both cloudy and cloud-free parts, then the mean water vapor mixing ratio $q_d$ is a linear combination of the saturated water vapor mixing ratio for the cloudy part and the unsaturated mixing ratio for the cloud-free part. Furthermore, if the temperature difference between the cloudy and cloud-free parts is assumed to be small (i.e., the volume-averaged temperature provides a reasonable estimate for both the cloudy and cloud-free air temperature), and if the water vapor mixing ratio for the cloud-free part is approximately equal to that of the

2 Note that such an approach implicitly assumes that locally the evaporation rate due to parameterized mixing is larger (in the absolute sense) than the condensation rate due to the resolved vertical motion. In other words, a situation when saturation adjustment predicts condensation but there is still some evaporation due to parameterized mixing occurs infrequently. Figures 2–5 in Grabowski and Smolarkiewicz (1990) show the condensation rate due to vertical motion and the evaporation rate due to numerical diffusion, with the evaporation rate significantly larger than the condensation rate.
environment at this level \( q_e^c \), then the volume-averaged \( q_v \) can be approximated as

\[
q_v \approx \beta q_e(T) + (1 - \beta)q_e^c,
\]

or, by dividing by \( q_e(T) \),

\[
\text{RH} \approx \beta + (1 - \beta)\text{RH}^e,
\]

where \( \text{RH} \) and \( \text{RH}^e \) are the relative humidities of the grid box and the environment, respectively. With additional limiting to avoid unphysical values, the cloud fraction can thus be approximated from (9) as

\[
\beta = \max \left[ 0, \min \left( 1, \frac{\text{RH} - \text{RH}^e}{1 - \text{RH}^e} \right) \right].
\]

The environmental relative humidity \( \text{RH}^e \) can be taken either from the input sounding or by appropriate averaging of the model data at a given level (e.g., taking into account cloud-free points only). Note that such estimates neglect modifications of the immediate cloud environment by detrainment (cf. Radke and Hobbs 1991).

In summary, the modified bulk approach adds one extra conservation Eq. (4) to the set of model equations and applies condensation rate as given by (7) combined with (10) and (A5). Computational examples presented in the next sections illustrate the effect of the modified approach on cloud dynamics.

4. Computational examples

The modified bulk model was included in the anelastic semi-Lagrangian–Eulerian cloud model EULAG documented in Smolarkiewicz and Margolin (1997; model dynamics), Grabowski and Smolarkiewicz (1996; model thermodynamics), and Margolin et al. (1999; subgrid-scale model). The simulations presented here were performed using the Euleral version of the model. Two different modeling tests are discussed below. The first one considers 2D rising thermals and is used to illustrate general aspects of the proposed extension of the bulk scheme. In the second test, EULAG is setup to simulate quasi-steady-state trade wind shallow nonprecipitating convection observed during the Barbados Oceanographic and Meteorological Experiment (BOMEX; Holland and Rasmusson 1973) and recently used in the model intercomparison study described in Siebesma et al. (2003).

a. Simulations of 2D rising thermals

The 2D test is similar to the problem discussed in Grabowski and Clark (1991, 1993a,b). Moist thermals, initially at rest, rise in a stably stratified unsaturated environment (static stability of \( 1.0 \times 10^{-2} \) m\(^{-1} \), relative humidity of 10%) because of the initial buoyancy perturbation. Rising motion and accompanying adiabatic cooling lead to condensation. Subsequent evolution results in entrainment and mixing between the saturated cloudy air within the thermal and its unsaturated environment. The initial buoyancy anomaly is due to the excess of the water vapor within the initial perturbation. The initial perturbation is circular, with a center at \((x, z) = (0, 1200 \text{ m})\). Saturation is assumed within 400 m radius, and a gradual transition between the saturated perturbation and the environment is facilitated by relative humidity linearly decreasing from 100% to the radius of 400 m to 10% at 500 m. To provide excitation for the interfacial instabilities, random perturbations are added to the temperature and water vapor mixing ratio at \( t = 0 \) within the 500-m radius (amplitudes equal to 0.05 K and 0.1 g kg\(^{-1} \)). The model domain is \([-2500, 2500 \text{ m}] \times [0, 5000 \text{ m}]\]. Boundary conditions are periodic in \( x \) and free-slip rigid lid in \( z \). Simulations are performed using the spatial grid length (the same in \( x \) and \( z \)) of 5, 10, 50, and 100 m. The time steps used in the simulations are 0.2, 0.5, 3, and 5 s, respectively. Only results from simulations applying 10 and 50 m grid lengths are presented because they sufficiently illustrate the impact.

Figures 2 and 3 show the results from simulations using a 50-m grid at \( t = 5 \) and 10 min and using either the standard bulk model (Fig. 2) or the bulk model with the evaporation of cloud water suppressed [i.e., \( C = \max(0, C''(\epsilon)) \) in (1); Fig. 3]. As far as the turbulent mixing between the thermal and its environment is concerned, the two cases can be considered as opposite limits. The standard model assumes instantaneous sub-grid-scale homogenization and thus can be thought as representing the case of infinitely high turbulence intensity (i.e., \( \epsilon \to \infty \)). The model with suppressed evaporation of cloud water, on the other hand, corresponds to the case with no subgrid-scale homogenization (i.e., \( \epsilon = 0 \))\(^3\). At \( t = 5 \) min, the differences between the two simulations are minor, with smaller extent of the cloud water and colder temperature just above the thermal in the case of the standard bulk model, both resulting from turbulent mixing and subsequent evaporation of cloud water. The differences at \( t = 10 \) min are significant. In contrast to the case of suppressed evaporation,

\(^3\) Note that limiting the condensation rate to positive values excludes not only evaporation due to turbulent mixing, but also the grid-scale evaporation due to resolved subsidence as well. The latter can be argued of secondary importance for the problem at hand.
the standard model predicts only a small area near the
top of the thermal that still contains cloud water. Moreover, the cloud top is about 500 m lower in the standard
bulk case than in the no-evaporation case. The wake of
the thermal contains cloud water only when evapora-
tion of cloud water is suppressed.

Figures 4, 5, and 6 show results from similar simula-
tions, but using the modified approach and assuming
$\text{RH}^e = 10\%$ in (10). For illustration, we first show re-
sults from simulations where the dissipation rate $\varepsilon$ ap-
plied in (4) is assumed constant, rather than being pre-
dicted by the TKE model. Figure 4 is for $\varepsilon = 10^{-4}$
$m^2 s^{-3}$, whereas Fig. 5 is for $\varepsilon = 10^{-1}$ $m^2 s^{-3}$. As argued
in the last section, $\varepsilon = 10^{-4}$ $m^2 s^{-3}$ can be taken as the
minimum value because of the TKE production at
small scales during turbulent mixing between cloudy
and cloud-free air (see Andrejczuk et al. 2004, 2006).
The value $\varepsilon = 10^{-1}$ $m^2 s^{-3}$ is larger than the upper limit
dissipation rates observed in continental cumuli by

For the case of $\varepsilon = 10^{-4}$ $m^2 s^{-3}$ (Fig. 4) the results are
fairly similar to the no-evaporation case (Fig. 3). The
most significant difference is the lack of cloud water in
the wake at $t = 10$ min in Fig. 4. The case with $\varepsilon = 10^{-1}$
$m^2 s^{-3}$ (Fig. 5) is similar to the standard model (Fig. 2),
except that the cloud top is significantly higher at $t = 10$
min. In fact, the cloud top is close to the case with
suppressed evaporation (Fig. 3). These results are con-
sistent with the anticipated impact of the modified ap-
proach on cloud dynamics when model spatial resolu-
tion is relatively low and most of the entrainment and mixing is handled by the subgrid-scale model.

The results from the simulation where $\epsilon$ is predicted using the local value of the TKE via (5) are shown in Fig. 6. Since the subgrid-scale model does not consider generation of TKE by evaporation of cloud droplets at the cloud microscale (Andrejczuk et al. 2004, 2006), $\epsilon$ applied in (4) is limited as max($10^{-5}$, $\epsilon'$), where $\epsilon'$ is predicted by (5). However, in the particular test considered here, almost indistinguishable results are obtained without such a limitation. Figure 6 should be compared with Fig. 2, which shows the standard bulk model results. The differences are obvious. With the modified approach, there is more cloud water left at $t = 10$ min, and the cloud top is significantly higher, close to the no-evaporation case (Fig. 3) and consistent with constant-$\epsilon$ simulations (Figs. 4 and 5). Similar differences between the original and modified approach are obtained in simulations applying a grid length of 100 m (not shown).

Arguably, the differences between the original and modified approaches should diminish once sufficiently high spatial resolution is applied. To illustrate this point, Fig. 7 shows results for $t = 10$ min from the original and modified bulk models using a model grid length of 10 m. Although the two model configurations lead to different realizations of interfacial instabilities, the cloud-top height is similar in both cases, and there is still some cloud water left in the wake. However, the volumes with at least a trace of cloud water (i.e., the hatched area in Fig. 7) differ significantly (~2400 versus ~3700 grid points in the original and modified approach, respectively). It is also interesting to note that the 10-m-gridlength simulations allow thermals to reach...

Fig. 3. Same as in Fig. 2, but for the standard bulk model with suppressed evaporation of cloud water.
approximately the same height as in the 50-m simulations using the modified approach (about 3.5 km). Similar conclusions are reached by comparing results from simulations applying model grid length of 5 m (not shown).

b. Simulations of a field of shallow convective clouds observed in BOMEX

In the BOMEX case (see Siebesma et al. 2003; hereafter S03), the 1.5-km-deep trade wind convection layer overlays a 0.5-km-deep mixed layer near the ocean surface and is covered by a 500-m-deep trade wind inversion layer. The cloud cover is about 10% and quasi-steady conditions are maintained by the prescribed large-scale subsidence, large-scale moisture advection, surface heat fluxes, and radiative cooling. The model setup is exactly as described in S03, except that a larger horizontal domain is used (128 × 128 rather than 64 × 64). The horizontal and vertical grid length is 100 m and 40 m, respectively, and the model time step is 3 s. In the modified approach, RH in (10) is taken as the horizontally averaged RH at a given level. This seems appropriate considering the low cloud fraction in these simulations. The model is run for 6 h and snapshots of model results archived every 4 min are used in the analysis.

With the original bulk approach, EULAG’s results fall within the spread of model results presented in S03 (see figures below). The modified approach, on the other hand, results in significant differences, with some of results outside the spread of S03 results. Figure 8 shows evolutions of the total cloud cover (defined as the fraction of model columns with a nonzero cloud water anywhere in the column) and mean liquid water

![Figure 4](image-url)
path (LWP). Figure 8 should be compared with Fig. 2 in S03. The figure shows that the modified approach affects both the cloud cover and the LWP. The impact on the cloud cover is difficult to quantify, as the difference during the period considered as quasi-steady in S03, that is, hours 2 to 6, is virtually zero (around 0.13 in both cases). In contrast, the difference between the averaged LWPs for the same period is large (i.e., almost a factor of two; 6.9 versus 13.1 g m$^{-2}$).

Figure 9 shows the profiles of the cloud fraction averaged over hours 2–6. Corresponding profiles of cloud water mixing ratio as well as the water vapor profiles at hours 2 and 6 (i.e., at the start and at the end of the quasi-steady period according to S03) are shown in Fig. 10. The two figures are to be compared with Figs. 3 and 6 in S03. Figures 9 and 10 illustrate that the standard model results fall within the limits of the ensemble of simulations discussed in S03, and that the water vapor profiles change little between hours 2 and 6. The modified approach, on the other hand, results in the cloud field that is deeper (consistent with higher LWPs) with larger cloud fractions and liquid water contents in the upper half of the cloud layer. These changes of the cloud field lead to more significant modifications of the water vapor profiles between hours 2 and 6. The changes of the water vapor profiles are consistent with the changes of the resolved total water flux profiles, which in the standard simulation are close to those shown in S03 (Fig. 4a therein), with values around 125 and 75 W m$^{-2}$ for heights of 1 and 1.5 km, respectively. In the modified approach, the total water flux is up to 50 W m$^{-2}$ higher in the layer between 1 and 2 km (not shown). The enhanced cloud activity in this layer is consistent with the higher cloud fraction and higher
cloud water content, as well as the change in the water vapor profiles documented in Figs. 9 and 10.

In summary, the impact of the modified bulk approach on a field of shallow convective clouds is consistent with the effect on cloud dynamics illustrated in the previous section. It is also consistent with the effect of a subgrid-scale condensation scheme of Sommeria and Deardorff (1977), as documented in their section 6. However, since two of the models applied in S03 study did include the Sommeria–Deardorff scheme (see table A1 in S03), and some results from the modified model here are outside the spread of results documented in S03 (notably LWP, cloud fraction, and cloud water content), it seems that the approach proposed in this paper results in a significantly stronger effect than the one due to the Sommeria–Deardorff approach. Moreover, the results of the cloud field simulations (but not the 2D thermal simulations) appear sensitive to the selection of $\alpha$ in (4). For instance, taking $\alpha = 1$ rather than 1.8 (which approximately doubles the delay time for the small-scale homogenization with all other conditions unchanged) further increases LWP and cloud profiles. This aspect, together with the role of model spatial resolution (as illustrated in simulations of 2D moist thermals) needs to be investigated in follow-up studies.

5. Summary and outlook

Modeling of subgrid-scale processes is an important aspect of the simulation of high-Reynolds-number atmospheric flows in general, and cloud processes in particular (e.g., Sommeria and Deardorff 1977; Bougeault 1981; Lewellen and Yoh 1993; Krueger 1993; Krueger et al. 1997; Jeffery and Reisner 2006). This especially

![Fig. 6. Same as in Fig. 2, but with the modified bulk model applying the dissipation rate as predicted by (5).](image-url)
applies to the case of the turbulent mixing between a cloud and its unsaturated environment because the buoyancy resolved over model grid (usually tens or hundreds of meters) depends critically on the level of grid-box homogenization. The intention of this paper is to demonstrate the importance of this problem and to show that the traditional bulk approach is not appropriate for models with relatively low spatial resolutions (grid lengths of several tens of meters or larger) because it assumes instantaneous homogenization over model-resolved scales.

The approach proposed in this paper is based on a simple model of scale collapse of a scalar field during high-Reynolds-number turbulent mixing. The model attempts to account for the disparity between scales resolved by the dynamical model and scales at which microscale homogenization takes place. The condensation of water vapor due to model-resolved rising motion results in fully saturated grid boxes that are characterized by the filament width \( \lambda = \Lambda \), where \( \Lambda \) is the size of the grid box. Near the cloud–environment interface, where the turbulent mixing takes place, partially cloudy grid boxes are present. Local values of \( \lambda \), as predicted by (4), determine whether a partially cloudy grid box is at the stage of turbulent mixing advanced enough to allow microscale homogenization. If the filament size is still too large to allow microscale homogenization, the adiabatic condensation rate is applied to the cloudy part of the grid box. Microscale homogenization is possible only if the filament size \( \lambda \) has already

Fig. 7. Fields of the (left) potential temperature and (right) water vapor mixing ratio at \( t = 10 \) min for rising thermal calculations using the (top) standard bulk model and (bottom) modified model with a model grid length of 10 m. Regions with the cloud water mixing ratio larger than 0.01 g kg\(^{-1}\) are hatched. Only the central part of the domain is shown.
collapsed to a threshold value of, say, 1 cm. These two extreme situations usually predict dramatically different grid box–averaged buoyancy.

The adiabatic rate applied within partially cloudy grid boxes recognizes the condensation–evaporation of cloud water due to ascending–descending motions resolved over the model grid. Considerable time may elapse before microscale homogenization takes place (cf. Fig. 1), and the amount of cloud water present inside cloudy filaments may change significantly during this time. Krueger (1993) suggests that this effect plays an important role in the entrainment in stratocumulus clouds because partially cloudy parcels containing dry air from above the inversion are able to move away from the interface before mixing is completed, and the amount of the condensed water available for evaporation is significantly reduced during this time.

In agreement with the impact documented in Sommeria and Deardorff (1977), incorporation of the approach described in this paper into an anelastic small-scale model leads to a significant modification of the traditional bulk model results. In 2D rising thermal simulations, the modified approach resulted in thermals reaching farther up when 100- and 50-m grid lengths were applied. With 5- and 10-m grid lengths, the impact resulted in merely different realizations of the thermal shape, with some reduction of the cloudy volume. In 3D simulations of a field of shallow cumuli observed in BOMEX and used in the model intercomparison study described in Siebesma et al. (2003), the impact on the mean liquid water path, cloud depth, and cloud water content, as well as on the transport of the total water across the cloud layer was significant when grid lengths of 100 m (40 m) in the horizontal (vertical) were used. BOMEX results (unlike 2D rising thermal results) also showed significant sensitivity to the constant $\alpha$ in the rate of filament-scale collapse (3). The value used in the

![Fig. 8. Evolutions of the (top) cloud cover and (bottom) LWP in BOMEX simulations using either the original (solid lines) or the modified (dashed lines) approaches.](image)

![Fig. 9. Profiles of the cloud fractions (4-h averages) in BOMEX simulations using either the (left) original or (right) modified approaches.](image)
current study ($\alpha = 1.8$) was suggested by S. Krueger (2006, personal communication) and it is based on theoretical arguments applying the linear-eddy model of Kerstein (1988). More studies using the linear-eddy model as well as direct numerical simulations of the type discussed in Andrejczuk et al. (2004, 2006) are needed to provide reliable estimate of this parameter. BOMEX simulations should also be repeated using significantly higher spatial resolutions, down to 10 m as in the 2D rising thermal case.

The modification of the traditional bulk model presented in this paper contains significant simplifications. First, the model does not consider partially cloudy grid boxes explicitly. To do so, the model has to predict partial cloudiness $\beta$ that is only diagnosed in the current model. More importantly, representation of the scale collapse during turbulent mixing, based on similarity arguments of Broadwell and Breidenthal (1982), is a simplification as well. This is because the approach excludes subgrid-scale variability of $\lambda$, TKE, $\epsilon$, and the like. As a result, the transition from a heterogeneous partially cloudy grid box into an already homogenized grid box happens during a single model time step. In contrast, a gradual transition is expected in nature, as various parts of the grid box volume may homogenize locally at different times. Such effects, however, can only be considered in more elaborate approaches, for instance, by applying probability density functions describing subgrid-scale variability (e.g., Jeffery and Reisner 2006 and references therein) or by using the linear-eddy model of Kerstein (1988; see Krueger 1993; Krueger et al. 1997; Su et al. 1998).

This paper points toward the need of more realistic treatment of partially cloudy grid boxes in cloud models, especially in the context of cloud entrainment and mixing. This aspect has potentially significant implications not only for cloud dynamics as illustrated herein, but for cloud microphysics as well. The role of cloud microphysics in the clouds-in-climate problem has attracted considerable attention because of the impact of

![Profiles of the (top) cloud water mixing ratio (4-h averages) and (bottom) water vapor mixing ratios at (solid lines) 2 h and (dashed lines) 6 h in BOMEX simulations using either the (left) original or (right) modified approaches.](image)
microphysical processes on the cloud albedo and on the hydrologic cycle (see a review and discussion in Grabowski 2006). At the same time, numerical models that are applied to investigate these effects (either LES models or cloud-resolving models, CRMs) apply relatively coarse horizontal grid lengths, typically around 100 m for LES models and 1–3 km for CRMs. Because such models assume instantaneous homogenization of thermodynamic fields within each grid box, representation of microphysical processes associated with cloud entrainment and mixing is highly uncertain [see discussions in Grabowski (2006) and Andrejezuk et al. (2006)]. This issue is important because it is well established from aircraft observations that clouds are typically strongly diluted by entrainment. The approach advocated in this paper may provide a potentially useful strategy to subgrid-scale turbulent mixing and homogenization for cloud models applying more sophisticated representation of cloud microphysics. This aspect will be explored in future research.
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APPENDIX

Adiabatic Condensation Rate

For the adiabatic cloudy volume, the condensation rate can be derived from the rate of change of the saturated water vapor mixing ratio \( q_{sw} \); that is,

\[
C^a = - \frac{dq_{sw}}{dt},
\]

where the superscript \( a \) refers to the adiabatic value of \( C \). In the anelastic system, the saturated water vapor mixing ratio is given by (see discussion in section 7 and appendix A of Lipps and Hemler 1986)

\[
q_{sw} = \frac{\varepsilon e_s}{p_e - e_s},
\]

where \( \varepsilon = R_d/R_e \) and \( R_e \) and \( R_d \) are the gas constants for dry air and water vapor, respectively; \( p_e \) is the environmental pressure profile; and \( e_s \) is the saturated water vapor pressure, which is given by

\[
e_s(T) = e_{00} \exp \left[ \frac{L_v}{R_e} \left( \frac{1}{T_{00}} - \frac{1}{T} \right) \right].
\]

where \( T = \theta(p_e/p_{00}) R_e/\varepsilon, p_{00} = 10^5 \) Pa, and \( e_{00} \) and \( T_{00} \) are the reference values for the water vapor pressure and temperature, respectively. For the shallow warm convective clouds these can be selected as, say, \( e_{00} = 1227 \) Pa, and \( T_{00} = 283.16 \) K. Equation (A2) results in

\[
\frac{dq_{sw}}{dt} = \frac{\partial q_{sw}}{\partial p_e} \frac{dp_e}{dt} + \frac{\partial q_{sw}}{\partial e_s} \frac{de_s}{dt} dT.
\]

Since \( p_e = p_e(z) \) and it is hydrostatically balanced, it follows that \( dp_e/dt = w dp_e/dz = -\rho_g w_d \). Also, the Clausius–Clapeyron equation gives \( d e_s/dT = e_s L_v/ R_e T^2 \), and \( d T/d t = L_c C^a c_p - w g |w| c_p \). After inserting into (A4), applying (A1), and rearranging, the adiabatic condensate rate \( C^a \) is derived as

\[
C^a = \frac{g w \rho_g q_{sw}}{p - e_s} \left( \frac{R_d L_v T_e}{R_e^2 c_p T^2} - 1 \right)
\]

\[
\times \left( 1 + \frac{p_e q_{sw}}{p_e - e_s} \frac{R_d^2 L_v^2 T_e}{R_e c_p T^2} \right)^{-1}.
\]

For consistency, adiabatic condensate rate \( C^a \) has to be derived for each numerical model based on the specific set of model assumptions for the moist thermodynamics (i.e., the exact formulation of the saturated water vapor pressure \( e_s \), and so forth).
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