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ABSTRACT

The formulation of a revised land surface parameterization for use within atmospheric general circulation models (GCMs) is presented. The model (SiB2) incorporates several significant improvements over the first version of the Simple Biosphere model (SiB) described in Sellers et al. The improvements can be summarized as follows:

(i) Incorporation of a realistic canopy photosynthesis–conductance model to describe the simultaneous transfer of CO₂ and water vapor into and out of the vegetation, respectively;
(ii) Use of satellite data, as described in a companion paper, Part II, to describe the vegetation phenology;
(iii) Modification of the hydrological submodel to give better descriptions of baseflows and a more reliable calculation of interlayer exchanges within the soil profile;
(iv) Incorporation of a "patchy" snowmelt treatment, which prevents rapid thermal and surface reflectance transitions when the area-averaged snow cover is low and decreasing.

To accommodate the changes in (i) and (ii) above, the original two-layer vegetation canopy structure of SiB1 has been reduced to a single layer in SiB2. The use of satellite data in SiB2 and the performance of SiB2 when coupled to a GCM are described in the two companion papers, Parts II and III.

1. Introduction

The formulation of a revised land surface parameterization for use within atmospheric general circulation models (GCMs) is presented. This new parameterization (SiB2) incorporates several improvements over the first version of the Simple Biosphere model (hereafter referred to as SiB1) of Sellers et al. (1986), including the incorporation of a realistic canopy photosynthesis–conductance submodel and the use of satellite data to describe vegetation state and phenology. The principle motivation for formulating SiB2 was to provide more realistic estimates of sensible and latent heat fluxes over the continents along with consistent estimates of large-scale carbon assimilation rates.

SiB1 used physically based formulations to calculate turbulent transfer and reflectance properties of the vegetated land surface as functions of leaf-area index (LAI), canopy morphology, and vegetation element and soil optical properties. Empirical expressions were used to calculate the canopy transpiration resistance as a function of LAI, vegetation type, and environmental conditions (light, soil moisture, temperature, humidity). Maps of vegetation type based on the ground-based classification work of Kucharl (1983) and Matthews (1984, 1985) were combined with vegetation phenologies specified from data gathered from a survey of the ecological literature (see Dorman and Sellers 1989) to provide global time series of green LAI and thereby the parameters mentioned above. This approach yielded some success in that more realistic continental fields of evaporation, sensible heat flux, near-surface air temperature, and precipitation were calculated by GCMs using SiB1 when compared with parallel runs executed using conventional abiological land-surface parameterizations (see, for example, Sato et al. 1989a). However, the empirical canopy conductance calculation and the arbitrary prescription of vegetation phenology were recognized weaknesses of SiB1.

Two scientific developments prompted a radical revision of SiB1 and its associated datasets. First, work carried out in the 1980s and early 1990s by plant physiologists and ecologists provided new insights into the biochemical mechanisms governing photosynthesis and how these are tied to stomatal function (see, for example, Farquhar et al. 1980; Ball 1988; Collatz et al. 1990; Collatz et al. 1991). Further work by Field
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(1983) and Field and Mooney (1986) and others showed how vegetation canopies distributed biochemical resources so as to maximize their photosynthetic efficiency. Sellers et al. (1992a) integrated the new photosynthesis–conductance models using these ecological efficiency principles to produce a physiologically plausible canopy-scale photosynthesis–conductance model.

Second, optical remote sensing of the land surface matured during the 1980s as a result of global diagnostic studies using satellite data (Tucker et al. 1986); plot-scale field studies (Asrar et al. 1984; Tucker et al. 1981); large-scale field experiments (Sellers et al. 1992b; Hall et al. 1992); and theoretical work (Myneni et al. 1992; Hall et al. 1990; Sellers 1985, 1987; Sellers et al. 1992a). It was shown that satellite observations of the surface in the visible and near-infrared wavelengths could be combined into spectral vegetation indices (SVIs) to provide useful estimates of the fraction of photosynthetically active radiation (0.4–0.7 μm) absorbed by the green part of the vegetation canopy (FPAR). This FPAR term can be directly applied in the integrated canopy photosynthesis–conductance model of Sellers et al. (1992a) to calculate photosynthesis and transpiration over large areas (see Sellers et al. 1992c). These two new developments complement each other perfectly; the more realistic canopy process models (which actually require fewer parameters than the highly empirical physiological models used in SiB1) can be applied globally using satellite spectral vegetation index (SVI) data to define the time–space variations in vegetation activity. At a stroke, the two major weaknesses of SiB1, the empirical canopy conductance model and the arbitrary prescription of vegetation phenology, could be mitigated.

These and a number of other changes made to SiB1 to create SiB2 can be summarized as follows:

(i) A realistic photosynthesis–conductance model is incorporated to describe the simultaneous transfers of CO₂ and water vapor into and out of the leaf, respectively.

(ii) Satellite data is used to describe the vegetation phenology. Simple ratio vegetation index (SR) data acquired from the Advanced Very High Resolution Radiometer (AVHRR) sensor on the NOAA series of meteorological satellites were processed to derive time-series fields of the fraction of photosynthetically active radiation absorbed by the green vegetation canopy (FPAR), the total LAI ($L_T$), and the canopy greenness fraction ($N$). FPAR is used directly in the photosynthesis–conductance calculation, while $L_T$ is used in the specification of land surface turbulent transfer and reflectance properties.

(iii) The hydrological submodel is modified to give better descriptions of base flows and a more reliable calculation of interlayer exchanges within the soil profile.

(iv) A “patchy” snowmelt description is incorporated that prevents rapid thermal transitions when the area-averaged snow cover is low and decreasing.

To accommodate the changes described in (i) and (ii), the two-layer canopy structure used in SiB1 was reduced to a single vegetation layer in SiB2.

These improvements are reviewed in this paper. A companion paper, Sellers et al. (1996), describes the new datasets used by SiB2, in particular those data derived from satellite observations. A third paper, Randall et al. (1996), describes the performance of the coupled SiB2-GCM combination. In this form, SiB2-GCM calculates the conventional land-surface–atmosphere fluxes of radiation, momentum, and sensible and latent heat. In the process, the models calculate the global-scale uptake of carbon by terrestrial plants in photosynthesis, that is, gross primary productivity (GPP).

2. Sensitivity of the climate system to the state of the land surface

A number of sensitivity studies were carried out in the late 1970s and early 1980s using abiological land surface parameterizations (LSPs) to explore the roles of albedo, surface roughness, and moisture availability in GCM climatologies (see the review of Garriott 1993). Recent work with biophysically realistic models has focused on the role of vegetation and soil type on continental hydrometeorology. Some of the most important findings are summarized below.

(i) Improved simulation of continental hydrometeorology: Sato et al. (1989a) compared the results of a SiB2-GCM run with those obtained with a conventional bucket hydrology model (control). The continental evaporation rates associated with the SiB1 simulation were consistently lower and in closer agreement with the available observations compared with the results from the control run, mainly because of the specification of a surface (stomatal) resistance term to water vapor transfer in SiB1. The reduced evapotranspiration rates in SiB1 resulted in reduced and more realistic continental precipitation fields. More recently, Betts et al. (1994) showed how the implementation of an improved soil moisture and surface resistance parameterization in a numerical weather prediction model resulted in a greatly improved simulation of the precipitation anomaly that gave rise to the Midwest floods in the United States in the summer of 1993.

(ii) Improved realism of “land cover change” simulation experiments: Dickinson and Henderson-Sellers (1988), Lean and Warrilow (1989), and Nobre et al. (1991) all used biophysically based models to study the impact of large-scale Amazonian deforestation on the regional and global climate. The results from the latter two studies are consistent in showing decreases in regional evapotranspiration and precipitation linked to increases in surface temperature of around 3–5 K associated with the deforestation case. Xue and Shukla
(1991) used SiB1 to investigate the influence of vegetation on precipitation patterns in the Sahelian regional of Africa. They found that replacement of seasonal forest and grassland by desert led to a simulated reduction in evapotranspiration and rainfall over the same areas, resulting in a net displacement of the seasonal rainfall patterns to the south.

(iii) Improved understanding of the effects of spatial or temporal variations in land surface properties: Koster and Suarez (1994) used a variant of SiB1 to investigate the effects of diurnal variations in surface resistance on convective precipitation rates over the continents. In SiB1, the empirical canopy physiological model acts to increase surface resistance as the near-surface vapor pressure deficit increases during the afternoon. This effect, which is observed in nature and is assumed to be a water-conserving mechanism in higher plants, reduces afternoon evapotranspiration rates and increases sensible heat fluxes above the levels calculated with diurnally constant surface resistance values: convection and convective rainfall rates are significantly enhanced as a result. Koster and Suarez (1992) also used SiB1 to calculate the contributions of “mosaics” of different vegetation types within a single GCM grid square to explore different averaging schemes; it was found that some straightforward averaging of key parameters could produce results comparable to fully discretized treatments. Nolhan et al. (1991) and Pieterse and Avisar (1990) used biophysical LSPs within mesoscale models to explore the role of vegetation type and/or soil moisture discontinuities on mesoscale circulations and their contributions to area-averaged heat and moisture fluxes. Their work and reports from other groups indicate that sharp variations in land surface properties, for example, forest-agriculture boundaries, can give rise to significant mesoscale effects under certain conditions.

The need for enhanced realism and accuracy in all aspects of climate modeling will increase as scientists try to understand and predict the implications of global change. Up to now, the emphasis has been on improving the calculation of the surface energy and water budgets in LSPs since these are associated with fluxes that have immediate and large effects on the physical climate system as represented in GCMs. However, we anticipate that there will be a significant demand for realistic representation of longer timescale processes, notably the carbon cycle and large-scale hydrology, in earth system models of the future.

3. Modeling strategy

SiB1 of Sellers et al. (1986) and BATS of Dickinson (1984) were based on a biophysical approach to modeling the surface energy and moisture balance, in large part using methodologies developed by micrometeorologists and agricultural scientists as reviewed in Monteith (1973), for example. In SiB1, vegetation parameters were used within submodels for radiation, momentum, and heat–mass transfer to calculate the albedo, roughness, and surface resistance of a given GCM grid area. The radiation and turbulent transfer components of SiB1 are covered in Sellers et al. (1986) and are reviewed later in this paper and in the appendices.

The most obvious weakness of SiB1 was connected with the formulations used to describe the biophysical control of evapotranspiration. The empirical leaf-level model of Jarvis (1976) describes leaf stomatal resistance as a function of incident photosynthetically active radiation (PAR, effectively equivalent to visible radiation), temperature, vapor pressure deficit, and leaf-water potential. Sellers (1985) integrated this model to account for variations in PAR flux within a vegetation canopy as a result of leaf position and orientation to give an estimate of the bulk canopy resistance for SiB1. The effects of soil moisture stress, which are expressed through a leaf-water potential term, were accounted for by a soil-water extraction model following Froidemer (1979). Soil evaporation was handled by an isothermal diffusion model. The parameters required for the surface (canopy) resistance model were LAI, leaf optical properties, leaf orientation, and a large number of species-specific physiological parameters, all of which are highly empirical and defined from a very sparse collection of measurements (see Sellers et al. 1986; Dorman and Sellers 1989).

The empirical species-specific canopy resistance formulation and the specification of global times-series fields of LAI, etc., from in situ observations were known to be large sources of uncertainty. SiB2 includes two major improvements over SiB1 to address these shortcomings.

(i) Incorporation of more realistic leaf- and canopy-scale models of photosynthesis–conductance.

Here the aim was to make use of more realistic, less empirical models that would also require the specification of a much smaller set of physiological parameters.

Farquhar et al. (1980) presented a biochemical model of leaf photosynthesis, subsequently extended by von Caemmerer and Farquhar (1985) and other researchers, which describes CO₂ assimilation A, by chloroplasts or leaves as rate-limited by enzyme kinetics, specifically the amount and cycle time of the carboxylating enzyme Rubisco, and by electron transport, which is a function of incident PAR and the efficiency of the leaf’s light-intercepting apparatus (chlorophyll). Collatz et al. (1991) present details of a mature version of this model for C₃ vegetation, which accounts for around 80% of the world’s vegetation cover, including all forests and temperate grasses. A modification of the model for C₄ vegetation (principally tropical grasses) may be found in Collatz et al. (1992).

Sellers et al. (1992a) integrated the leaf-level model of Collatz et al. (1991) over a vegetation can-
Table 1. Principal variables and parameters used in SIB2: (a) atmospheric boundary conditions, (b) time-invariant parameters, (c) time-varying parameters, (d) soil physical properties, and (e) prognostic variables.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
<th>Symbol</th>
<th>Definition</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Atmospheric boundary conditions</td>
<td></td>
<td></td>
<td>(b) Time-invariant parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$T_a$</td>
<td>atmospheric boundary-layer temperature</td>
<td>K</td>
<td>$S$</td>
<td>rubisco specificity for CO$_2$ relative to O$_2$</td>
<td>—</td>
</tr>
<tr>
<td>$e_a$</td>
<td>atmospheric boundary-layer vapor pressure</td>
<td>Pa</td>
<td>$K_r$</td>
<td>Michaelis–Menten constant for CO$_2$</td>
<td>Pa</td>
</tr>
<tr>
<td>$u_a$</td>
<td>atmospheric boundary-layer wind speed</td>
<td>m s$^{-1}$</td>
<td>$e_3$, $e_4$</td>
<td>intrinsic quantum efficiency of C$_3$, C$_4$</td>
<td>mol mol$^{-1}$</td>
</tr>
<tr>
<td>$c_a$</td>
<td>atmospheric boundary-layer CO$_2$ partial pressure</td>
<td>Pa</td>
<td>$I_s$, $I_p$</td>
<td>leaf respiration coefficient</td>
<td>—</td>
</tr>
<tr>
<td>$o_a$</td>
<td>atmospheric boundary-layer O$_2$ partial pressure</td>
<td>Pa</td>
<td>$m$</td>
<td>stomatal slope factor</td>
<td>—</td>
</tr>
<tr>
<td>$z_a$</td>
<td>atmospheric boundary-layer reference height</td>
<td>m</td>
<td>$b$</td>
<td>minimum stomatal conductance</td>
<td>mol m$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>$F_{A,0}$</td>
<td>incident solar radiation, $\Lambda = V$ (visible), N (near infrared), b (beam)</td>
<td>W m$^{-2}$</td>
<td>$s_1$, $s_5$, $s_5$, $s_3$, $s_4$</td>
<td>half-inhibition temperature parameters</td>
<td>K</td>
</tr>
<tr>
<td>$F_{I,0}$</td>
<td>incident thermal infrared radiation (diffuse only)</td>
<td>W m$^{-2}$</td>
<td>$\psi_r$</td>
<td>half-inhibition water potential parameter</td>
<td>m</td>
</tr>
<tr>
<td>$P_s$</td>
<td>convective precipitation rate</td>
<td>mm</td>
<td>$FPAR$</td>
<td>fraction of incident radiation absorbed by green canopy</td>
<td>—</td>
</tr>
<tr>
<td>$P_p$</td>
<td>large-scale precipitation rate</td>
<td>mm</td>
<td>$L_T$</td>
<td>total leaf-area index</td>
<td>m$^2$ m$^{-2}$</td>
</tr>
<tr>
<td>$p$</td>
<td>atmospheric surface pressure</td>
<td>Pa</td>
<td>$N$</td>
<td>canopy greenness fraction</td>
<td>—</td>
</tr>
<tr>
<td>(c) Time-varying parameters</td>
<td></td>
<td></td>
<td>(d) Soil physical properties</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z_2$</td>
<td>height of canopy top</td>
<td>m</td>
<td>$\zeta_0$</td>
<td>canopy roughness length</td>
<td>m</td>
</tr>
<tr>
<td>$z_1$</td>
<td>height of canopy bottom</td>
<td>m</td>
<td>$d$</td>
<td>canopy zero plane displacement</td>
<td>m</td>
</tr>
<tr>
<td>$z_4$</td>
<td>inflection height for leaf-area density</td>
<td>m</td>
<td>$C_i$</td>
<td>bulk boundary-layer resistance coefficient</td>
<td>—</td>
</tr>
<tr>
<td>$z_6$</td>
<td>ground roughness length</td>
<td>m</td>
<td>$C_2$</td>
<td>ground to canopy air-space resistance coefficient</td>
<td>(s m$^{-1/2}$)</td>
</tr>
<tr>
<td>$V$</td>
<td>canopy cover fraction</td>
<td>—</td>
<td>$\kappa$</td>
<td>mean canopy extinction coefficient</td>
<td>—</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>leaf-angle distribution factor</td>
<td>—</td>
<td>$b_L$</td>
<td>canopy thermal infrared transmittance</td>
<td>—</td>
</tr>
<tr>
<td>$G_{1}, G_{4}$</td>
<td>momentum transfer coefficient</td>
<td>—</td>
<td>$\psi_s$</td>
<td>soil water potential at saturation</td>
<td>m</td>
</tr>
<tr>
<td>$I_a, I_i$</td>
<td>leaf width, length</td>
<td>m</td>
<td>$K_i$</td>
<td>soil hydraulic conductivity at saturation</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$D_s$</td>
<td>depth of surface soil layer (0.02)</td>
<td>m</td>
<td>$B$</td>
<td>soil wetness parameter</td>
<td>—</td>
</tr>
<tr>
<td>$D_r$</td>
<td>root depth ($D_i + D_s$)</td>
<td>m</td>
<td>$\theta_i$</td>
<td>soil water content at saturation (porosity)</td>
<td>m$^3$ m$^{-3}$</td>
</tr>
<tr>
<td>$D_T$</td>
<td>total soil depth ($D_i + D_s + D_r$)</td>
<td>m</td>
<td>$\theta_s$</td>
<td>canopy temperature</td>
<td>K</td>
</tr>
<tr>
<td>$\varnothing_r$</td>
<td>mean topographic slope</td>
<td>radians</td>
<td>$T_s$</td>
<td>soil surface temperature</td>
<td>K</td>
</tr>
<tr>
<td>(e) Prognostic variables</td>
<td></td>
<td></td>
<td>(ii) Global specification of the green LAI from satellite remote sensing data</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_{s,r}$</td>
<td>leaf reflectance, $\Lambda = V$ (visible), N (near infrared), a = 1 (live), d (dead)</td>
<td>—</td>
<td>$M_{\text{LW}}$</td>
<td>canopy interception liquid water store</td>
<td>m</td>
</tr>
<tr>
<td>$\delta_{k,a}$</td>
<td>leaf transmittance, $\Lambda = V$ (visible),</td>
<td>—</td>
<td>$M_{\text{LW}}$</td>
<td>canopy interception snow–ice store</td>
<td>m</td>
</tr>
<tr>
<td>$\alpha_{s,s}$</td>
<td>soil reflectance, $\Lambda = V$ (visible), N (near infrared)</td>
<td>—</td>
<td>$M_{\text{LW}}$</td>
<td>soil interception liquid water store</td>
<td>m</td>
</tr>
<tr>
<td>physiologic properties</td>
<td></td>
<td></td>
<td>$M_{\text{LW}}$</td>
<td>soil interception snow–ice store</td>
<td>m</td>
</tr>
<tr>
<td>$V_{\text{rubisco}}$</td>
<td>maximum rubisco capacity at canopy top</td>
<td>mol m$^{-2}$ s$^{-1}$</td>
<td>$W_s$</td>
<td>surface soil wetness</td>
<td>—</td>
</tr>
<tr>
<td>$O_2$</td>
<td>partial pressure of oxygen in leaf interior</td>
<td>Pa</td>
<td>$W_z$</td>
<td>root zone soil wetness</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$W_d$</td>
<td>deep soil wetness</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$b_c$</td>
<td>canopy conductance to water vapor</td>
<td>m s$^{-1}$</td>
</tr>
</tbody>
</table>

opacity, taking into account the attenuation of PAR and the corresponding exponential decrease in photosynthetic capacity with canopy depth (increasing LAI). It was found that the photosynthetic rate and conductance of an entire canopy could be estimated by multiplying a calculation of the performance of the uppermost leaves in the canopy by a canopy PAR-use parameter $\Pi = FPAR/k$, where FPAR is the fraction of incident PAR absorbed by the green portion of the canopy, and $k$ is the canopy extinction coefficient for PAR. Both FPAR and $k$ are time-mean, radiation-weighted quantities. FPAR is the vegetation property that is most amenable to remote sensing (see Sellers et al. 1995; Hall et al. 1992). (ii) Global specification of the green LAI from satellite remote sensing data.

Satellite platforms offer the only opportunity to specify vegetation parameters almost continuously, worldwide, using consistent instrumentation and data processing techniques. Satellite, airborne, and surface-
based sensors have been used to measure upwelling spectral radiances over natural surfaces for around two decades. In particular, spectral vegetation indices (SVIs) have been used as indicators of vegetation density and vigor: SVIs are based on the large difference between the visible and near-infrared reflectances of green leaves as compared to the relatively uniform spectra of soil and rock surfaces.

Tucker et al. (1981), Asrar et al. (1984), Hall et al. (1992), and others have shown that SVI are correlated to field measurements of LAI and FPAR. Theoretical work by Sellers (1985, 1987), Myneni et al. (1992), Hall et al. (1990), and Sellers et al. (1992a) has further demonstrated that there are sound biophysical reasons for these relationships. The work of Sellers (1987) and Sellers et al. (1992a) indicates that the sensor wavebands on the Advanced Very High Resolution Radiometers (AVHRR) mounted on the NOAA series of polar-orbiting satellites are well-suited for providing SVI values that should be near-linearly related to FPAR under a wide range of conditions.

Since the relationships between SVI and FPAR and between FPAR and canopy conductance \( g_c \) and photosynthesis \( A_c \) are linear or near-linear, an area-averaged value of SVI may be used to provide area-integrated estimates of FPAR, \( A_c \), and \( g_c \) (see Sellers et al. 1992a,c).

The incorporation of this new canopy photosynthesis—conductance model with its most critical parameters, FPAR, derived from satellite observations represents the major improvement in SiB2 over SiB1. Subsequent sections provide the details of this and other formulation changes.

4. The model structure

This section describes the atmospheric boundary conditions, the morphological, physiological, and physical parameters, the prognostic variables, and the governing equations of SiB2. The variables and parameters are summarized in Table 1. The overall model structure is shown in Figs. 1 and 2.

a. Atmospheric boundary conditions

The atmospheric boundary conditions necessary to force SiB2 are listed in Table 1a and include the following:

(i) Air temperature \( T_m \), vapor pressure \( e_m \), wind speed \( u_m \), and \( CO_2 \) and \( O_2 \) concentration \( c_m \) and \( d_m \) at a reference level, \( z_m \), within the atmospheric boundary layer. In practice, mean values of \( c_m \) and \( d_m \) can be defined (35 and 2090 Pa, respectively) for current atmospheric conditions.

(ii) Components of the incident radiation \( F_{t, d}(t) \): visible (direct and diffuse), near-infrared (direct and diffuse), and thermal (diffuse only) components of the incident radiative flux.

(iii) Convective \( P_c \) and large-scale \( P_i \) precipitation rates: a simple formula is used in SiB2 to distribute convective rainfall nonuniformly within a grid area. Large-scale precipitation is assumed to be spatially uniform.

b. Time-invariant vegetation and ground parameters

SiB1 had two vegetation layers. It was necessary to reduce these to one layer in SiB2 to incorporate the iterative photosynthesis—conductance model (see section 7) and to make use of satellite data to describe surface parameters (see Sellers et al. 1996). Table 2 shows how this was done: vegetation types 6, 7, 8, and 11 in SiB1 (savannah, perennial grassland, shrubs with grassland, and bare soil—desert, respectively) were assigned properties associated with a single vegetation type in SiB2, \( C_i \) grassland, which is assumed to be the dominant vegetation type in these areas. Note that since vegetation density is specified from satellite data in SiB2, the assignment of a vegetation type to a "pure desert" area is almost irrelevant since it will have no significant vegetation cover specified there anyway. The agricultural areas (winter wheat and broadleaf trees) in SiB1 were assigned properties associated with a \( C_i \) grassland—agriculture cover. These changes also
Table 3. Governing equations for SiB2 prognostic variables.

a. Canopy, ground surface, and deep soil temperatures (Tc, Tg, and Td)

Canopy:

\[ C_c \frac{\partial T_c}{\partial t} = R_n - H_c - \lambda E_c - \zeta_c, \]  

(1)

Soil surface:

\[ C_s \frac{\partial T_s}{\partial t} = R_n - H_s - \lambda E_s - \frac{2C_s}{\tau_d} (T_s - T_d) - \zeta_p, \]  

(2)

deep soil:

\[ C_d \frac{\partial T_d}{\partial t} = \frac{1}{2(365s)^{0.5}} (R_n - H_s - \lambda E_s), \]  

(3)

where:

- \( T_c, T_s, T_d \) = temperature (K);
- \( R_n, R_0 = \) absorbed net radiation (W m\(^{-2}\));
- \( H_c, H_s = \) sensible heat flux (W m\(^{-2}\));
- \( E_c, E_s = \) evapotranspiration rates (kg m\(^{-2}\) s\(^{-1}\));
- \( C_c, C_s, C_d = \) effective heat capacities (J m\(^{-2}\) K\(^{-1}\));
- \( \lambda = \) latent heat of vaporization (J kg\(^{-1}\));
- \( \tau_d = \) daylength (s);
- \( \zeta_c, \zeta_p = \) energy transfers due to phase changes in M and M\(_s\), respectively (W m\(^{-2}\)).

The subscript ‘c’ refers to the canopy, ‘g’ to the soil surface, and ‘d’ to the deep soil.

b. Interception stores

\[ \frac{\partial M_{w0}}{\partial t} = -P - D_d - D_s - E_p/\rho_s, \]  

(4)

\[ \frac{\partial M_{w1}}{\partial t} = D_s + D_d - E_p/\rho_s, \]  

(5)

where

- \( M_{w0}, M_{w1} \) = water or snow–ice stored on the canopy or ground (m);
- \( P = \) precipitation rate (m s\(^{-1}\));
- \( = P + P_i \);
- \( D_s = \) canopy throughfall rate (m s\(^{-1}\));
- \( D_d = \) canopy drainage rate (m s\(^{-1}\));
- \( E_p, E_r = \) evaporation rate from interception stores (kg m\(^{-2}\) s\(^{-1}\));
- \( \rho_s = \) density of water (kg m\(^{-3}\)).

c. Soil moisture stores

\[ \frac{\partial W_i}{\partial t} = \frac{1}{\theta_i} \left[ P_w - Q_{i+1} - \frac{1}{\rho_s} E_p \right], \]  

(6)

\[ \frac{\partial W_i}{\partial t} = \frac{1}{\theta_i} D_s + \left[ Q_{i+1} - Q_{i-1} - \frac{1}{\rho_s} E_p \right], \]  

(7)

\[ \frac{\partial W_o}{\partial t} = \frac{1}{\theta_o} [Q_{i-1} - Q_i], \]  

(8)

where

- \( W_i, W_s, W_o = \) soil moisture wetness in the three soil layers,
- \( = \theta_i/\theta_o \);
- \( \theta_i = \) volumetric soil moisture in layer i (m\(^{3}\) m\(^{-3}\));
- \( \theta_o = \) value of \( \theta \) at saturation (m\(^{3}\) m\(^{-3}\));
- \( D_s = \) thickness of the soil layer (m);
- \( Q_{i+1} = \) flow between i and i + 1 layers (m s\(^{-1}\));
- \( Q_o = \) gravitational drainage from recharge soil moisture store (m s\(^{-1}\));
- \( P_w = \) infiltration of precipitation into the upper soil moisture store (m s\(^{-1}\));
- \( = D_s + D_d - R_0 \);
- \( R_0 = \) infiltration excess surface runoff rate (m s\(^{-1}\)).

d. Canopy conductance to water vapor

\[ \frac{\partial g}{\partial t} = -k_d (g_s - g_{ref}), \]  

(9)

where

- \( g = \) canopy conductance (m s\(^{-1}\));
- \( k_d = \) time constant (s\(^{-1}\));
- \( g_{ref} = \) estimate of \( g \) at \( t = - \infty \) (m s\(^{-1}\)).

involved some adjustments in the areas occupied by the newly specified \( C_d \) and \( C_s \) grassland–agricultural covers (see text and figures in Sellers et al. 1996). The net result of these changes is that there are now effectively only nine vegetation types in SiB2, all of which have only one story. This simplification reduces the realism of SiB2 in areas that in nature have two-story vegetation covers, such as savannah where \( C_s \) trees overlie \( C_d \) grasslands.

The root and soil models of SiB2 are much the same as in SiB1; see Fig. 1. The roots are assumed to access the soil moisture from the second layer of a three-layer soil model, while the third layer acts as a source for hydrological baseflow and upward recharge of the root zone. The uppermost thin soil layer can act as a significant source of direct evaporation when moist.

Each vegetation type is assigned a set of time-invariant parameters (see Table 1b). These include (i) morphological parameters: canopy height, leaf dimensions, leaf-angle distribution functions, root depths, etc.; (ii) optical properties: phytocanopy (leaves and stems) reflectance, and transmittance values for live and dead phytocanopy; and (iii) physiological properties, which are mainly connected with the functioning of the photosynthesis–conductance model. These properties are treated as constants for each vegetation type. Within the GCM, time-varying quantities may be combined with these parameters to produce further quantities; for example, the time-varying canopy greenness fraction \( N \) is used with the time-invariant phytocanopy reflectance and transmittance parameters to generate mean canopy optical property values for a given day and grid area (see section 5).

c. Time-varying vegetation parameters

Table 1c lists the time-varying vegetation parameters used in SiB2. These are generated from satellite data using the methods described in Sellers et al. (1996) and include the fraction of photosynthetically active radiation absorbed by the canopy FPAR, that is, by \( NL_{\gamma} \), the canopy greenness fraction \( N \), and the aerodynamic parameters defined in section 6.

d. Soil physical properties of SiB

In SiB1, soil properties were assigned to each vegetation type in much the same way as the time-invariant vegetation properties listed in Table 1c. However, soil properties exhibit regional variations that can be independent of vegetation type, and vice versa. This became apparent in SiB1 when a single soil type and associated parameter set was assigned to all desert areas in the world. This resulted in an overestimation of the albedo of the deserts of Australia and Northwest America, which had been assigned high soil reflectance values representative of the Sahara. In SiB2, the Food and Agriculture Organization (FAO) global soil-type map
as presented by Zobler (1986) was combined with a table of soil properties to produce global fields of the soil physical properties \( \Psi_s, K_s, B_s, \theta_s \), listed in Table 1d (see also Sellers et al. 1996). Soil optical properties are still assigned by vegetation type by default; however, the satellite-based surface reflectance dataset of Harrison et al. (1990) is applied in desert areas (see Sellers et al. 1996). Soil-layer depths are defined as a function of vegetation type.

e. Prognostic physical state variables of SiB2 and their governing equations

SiB2 has eleven prognostic physical state variables: three temperatures (canopy temperature \( T_c \), soil surface temperature \( T_s \), deep soil temperature \( T_d \)); two interception water stores (canopy water \( M_{wc} \), soil surface \( M_{ws} \)); two interception snow/ice stores (\( M_{mxs} \), \( M_{ms} \)); three soil moisture wetness values (\( W_1, W_2, \) and \( W_3 \)); and one prognostic (time stepped) value of canopy conductance \( [g_c = 1/r_c] \). The governing equations, (1) through (9), for these variables are shown in Table 3.

The evapotranspiration from the canopy \( E_c \) has two components (i) \( E_{e1} \), evaporation of water from snow/ice or water intercepted by the canopy and (ii) \( E_{e2} \), transpiration of soil water extracted by the root system and lost from the dry fraction of the canopy. Similarly, evaporation from the soil surface consists of (i) \( E_{s1} \), loss from snow/ice and “puddled” water held on the soil surface, and (ii) \( E_{s2} \), evaporation of soil moisture from within the top soil layer.

In (4) and (5) in Table 3, the canopy or ground interception stores in a grid area are either in snow/ice or in liquid water forms prior to precipitation interception. If the precipitation is in a different phase from the stored water, a calculation of phase changes and substrate temperature changes ensues; if snow/ice and liquid water coexist after this calculation, the liquid water is lost to drainage, runoff, or infiltration (see section 8 of this paper). Also in (4) and (5), evaporation losses from snow/ice take into account the extra energy required for sublimation [see (33)].

The use of (9) in Table 3 has two advantages over the conventional steady-state calculations for \( g_c \) described by Collatz et al. (1991) and Sellers et al. (1992a). It produces a realistic lag in stomatal response and is computationally far more efficient as it eliminates one complete iterative loop (see appendix C).

In the numerical solution of the prognostic equations for \( T_c \) and \( T_s \), we make use of the fact that the heat capacity terms, \( C_c \) and \( C_s \), are small relative to the energy fluxes \( R_a, H, \) and \( \lambda E \). This makes (1) and (2) "fast" response equations so that changes in \( T_c \) and \( T_s \) even over a short time step of a few minutes can have a significant feedback on the magnitude of the calculated energy fluxes.

The energy fluxes \( R_a, H, \) and \( \lambda E \) and the assimilation rate \( A \) are explicit functions of (i) the atmospheric boundary conditions (see Table 1a); (ii) the prognostic variables of SiB2 (see Table 1c); (iii) the three aerodynamic resistances \( r_a, r_h, \) and \( r_d \); and (iv) the two surface resistances \( r_s (=1/g_c) \) and \( r_{soil} (=1/g_{soil}) \) (see Fig. 2). These fluxes are involved in a backward-differencing scheme to calculate the changes in \( T_c \) and \( T_s \) over a time step \( \Delta t \). After that, the various moisture fluxes predicted by the model are used to update the moisture stores: \( M_{wc}, M_{ws}, \) and \( W_1, W_2, \) and \( W_3 \) (see section 10).

The resistance formulation describes fluxes of heat, water, and CO2 in the electrical analog form:

\[
\text{flux} = \frac{\text{potential difference}}{\text{resistance}}
\]

For the fluxes of sensible heat \( H_c \) and \( H_s \), latent heat \( \lambda E_c \) and \( \lambda E_s \), and CO2 (\( A \), and soil CO2 flux \( R_{soil} \)), the potential differences are represented by temperatures, vapor pressures, and CO2 partial pressures, respectively. The resistances are equivalent to the integrals of inverse conductances over a path between the specified potential difference endpoints (see Fig. 2). Figure 2a shows how sensible heat fluxes from the canopy and ground must traverse the aerodynamic resistances \( r_o \) or \( r_d \), and \( r_s \). Canopy water vapor and CO2 fluxes must traverse an additional resistance \( r_s (=1/g_c) \), which has a different value for water vapor and CO2 because of the different diffusion coefficients associated with each (see Figs. 2b and 2c). In addition, since it is assumed that water vapor and CO2 exchanges occur from only one side of the leaf, the boundary-layer resistance is doubled for water vapor (\( 2r_b \)) and more than doubled for CO2 (\( 2.8r_b \)).

![Fig. 1. Structure of the SiB2 model. SiB2 has only one vegetation layer, while SiB1 had provision for upper story and ground cover vegetation.](image-url)
$E_{st}$ must cross the soil surface resistance $r_{soil}$. Fluxes, potential differences, and resistances in Fig. 2 are summarized in Table 4.

Sections 5 through 9 of this paper review the calculations of radiative transfer; aerodynamic resistances; surface resistances and photosynthesis; soil hydrology; and the treatment of snow. Section 10 deals with the solution of the "fast" prognostic equations and time-stepping procedures.

5. Radiative transfer

The two-stream approximation model as described by Coakley and Chylek (1975) and Dickinson (1983) was extended by Sellers (1985) to describe the interception, reflection, transmission, and absorption of radiation by vegetation and soil. The fundamental equations were presented by Dickinson (1983) and are summarized in appendix A.

The radiation model used in SiB2 is only slightly modified from that of SiB1. Since SiB2 has one vegetation layer, only a single set of calculations for the canopy-soil system (one for each radiation component) need be performed each time step. Following the solution of the two-stream approximation model for the canopy–ground system (see Sellers 1985), the canopy reflectances, absorbances, and transmittances are spec-
Table 4. Fluxes, potential differences, and resistances, associated with SiB2.

<table>
<thead>
<tr>
<th>Flux</th>
<th>Potential difference</th>
<th>Resistance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_a$</td>
<td>$(T_a - T_d)cp_a$</td>
<td>$r_s$</td>
</tr>
<tr>
<td>$H_t$</td>
<td>$(T_d - T_o)cp_o$</td>
<td>$r_d$</td>
</tr>
<tr>
<td>$H_{et}$</td>
<td>$(T_e - T_o)cp_o$</td>
<td>$r_d$</td>
</tr>
<tr>
<td>$E_{et}$</td>
<td>$(e^*(T_e) - e_o)cp_o/\gamma$</td>
<td>$1 - r_e + 2 r_o (1 - W_e)$</td>
</tr>
<tr>
<td>$E_{et}$</td>
<td>$(e^*(T_e) - e_o)cp_o/\gamma$</td>
<td>$2 r_o W_e$</td>
</tr>
<tr>
<td>$E_{ep}$</td>
<td>$(h_{et} e^*(T_e) - e_o)cp_o/\gamma$</td>
<td>$(r_o + r_s)(1 - W_e)$</td>
</tr>
<tr>
<td>$E_{ep}$</td>
<td>$(e^*(T_e) - e_o)cp_o/\gamma$</td>
<td>$r_o W_e$</td>
</tr>
<tr>
<td>$E_{et} + \lambda E_{et}$</td>
<td>$(e_o - e_w)cp_o/\gamma$</td>
<td>$r_s$</td>
</tr>
<tr>
<td>$A_o - R_D$</td>
<td>$(e_o - c_o)p$</td>
<td>$1 - 0.6 r_s + 2.8 r_o$</td>
</tr>
<tr>
<td>$R_{out}$</td>
<td>$(c_o - c_1)p$</td>
<td>$1.4 r_s$</td>
</tr>
<tr>
<td>$A_o - R_D - R_{out}$</td>
<td>$(c_o - c_2)p$</td>
<td>$1.4 r_s$</td>
</tr>
</tbody>
</table>

$T_a$, $e_a$ = air temperature, vapor pressure in canopy air space (CAS) (K, Pa);
$\rho$, $c_o$ = density, specific heat of air (kg m$^{-3}$, J kg$^{-1}$ K$^{-1}$);
$\gamma$ = psychrometric constant (Pa K$^{-1}$);
$r_s$ = bulk canopy boundary layer resistance (s m$^{-1}$);
$r_d$ = aerodynamic resistance between ground and canopy air space (s m$^{-1}$);
$r_e$ = aerodynamic resistance between canopy air space and reference height (s m$^{-1}$);
$r_c$ = bulk stomatal resistance of upper-story vegetation (water vapor) (s m$^{-1}$);
$r_{mount} = bare soil surface resistance (s m^{-1})$;
$h_{mount} = relative humidity within pore space of surface soil layer;
$e^*(T) = saturation vapor pressure at temperature T (Pa);
W_e = canopy wetness – snow cover fraction;
W_f = soil wetness – snow cover fraction;
R_{out} = soil respiration (mol m$^{-2}$ s$^{-1}$);
$c_o = CO_2 concentration at reference height (Pa);
$c_o = CO_2 partial pressure in CAS (Pa);
$c_1 = bulk canopy value of c_1 (leaf internal CO_2 partial pressure) (Pa);
$c_{3,4} = CO_2 partial pressure at soil surface (Pa);
p = atmospheric pressure (Pa).

Table 4. Fluxes, potential differences, and resistances, associated with SiB2.

6. Aerodynamic resistances

The aerodynamic resistance model of SiB1 as documented in Sellers et al. (1986) described turbulent transfer processes above, within, and below a vegetation canopy of constant leaf-area density. This means that between the upper and lower bounds of the canopy ($z_0$ and $z_1$, respectively), the phytoclements were assumed to be uniformly distributed. This arrangement was found to give unrealistically large estimates of roughness length, $z_0$, when applied to a tropical forest case where the foliage was concentrated at the top of the canopy (see Shuttleworth et al. 1984), and so the scheme was modified to describe height-varying leaf-area densities (see Sellers et al. 1989). In this modified form, the first-order closure model provided much bet-

![Fig. 3. Turbulent transfer regimes considered in the first-order closure model of SiB2.](image-url)
The equations in appendix B yield profiles of \( u \) and \( K_u \) from above the canopy to the soil surface as functions of \( z_2, z_c, L_a, L_f, \) a leaf drag coefficient \( C_i, \) and two empirical parameters \( G_i \) and \( G_o. \) These calculated profiles of \( u \) and \( K_u \) are then used to derive the aerodynamic resistance parameters used by SiB2.

The bulk canopy boundary-layer resistance (under neutral conditions) is given by

\[
r_b = \frac{C_i}{u_2^{1/2}} = \left[ \int_{z_i}^{z_i + z_2} \frac{L_a(u)^{1/2}}{p_i C_s} \, dz \right]^{-1},
\]

where

- \( C_i = \) bulk canopy boundary-layer resistance coefficient (m s\(^{-1}\)\(^{1/2}\));
- \( u_2 = \) wind speed at \( z_2 \) (m s\(^{-1}\));
- \( C_s = \) heat–mass transfer coefficient,
  \[ = 90 (L_a)^{1/2}. \]
- \( l_w = \) leaf width (m);
- \( p_i = \) leaf shelter factor (see appendix B).

The transfer coefficient for heat–mass transfer \( C_s \) is less than that for momentum \( C_i \) since \( C_s \) incorporates both bluff-body and viscous forces, while \( C_i \) describes only viscous transfer. The formulation of \( C_s \) is from Goudriaan (1977).

The ground to canopy air space (CAS) resistance \( r_d \) is defined as in SiB1 by

\[
r_d = \frac{C_s}{u_2} = \int_{z_c}^{z_a} \frac{1}{K_s} \, dz,
\]

where

- \( C_s = \) ground to CAS resistance coefficient;
- \( K_s = \) heat–water vapor transfer coefficient, assumed to be equal to \( K_u (m^2 s^{-1}); \)
- \( h_a = \) canopy source height (m);

Canopy source height is assumed to be equal to the center of action of \( r_b \) within the canopy as obtained from the solution of

\[
\int_{z_i}^{z_a} L_a(u)^{1/2} \, dz = \int_{z_i}^{z_i + z_2} L_a(u)^{1/2} \, dz.
\]

Transfer between the CAS and the reference height, \( z_m, \) can be described exactly by piecewise integration of \( K_s (= K_u) \) over the distance from \( h_a \) to \( z_m, \) which includes within-canopy \( (h_a \text{ to } z_2), \) turbulent transition layer \( (z_2 \text{ to } z_c) \) and log-linear profile \( (z_c \text{ to } z_m) \) segments:

\[
r_a = \frac{C_s}{u_m} = \int_{z_c}^{z_m} \frac{1}{K_s} \, dz,
\]

where

- \( C_s = \) aerodynamic (CAS to reference height) resistance coefficient.

In practice, within a GCM, the neutral value of \( C_s \) is well approximated by the standard formulation for \( r_a: \)

\[
C_3 \approx \frac{1}{k} \log \left( \frac{z_m - d}{z_0} \right)^2.
\]

The coefficients \( C_i, C_s, \) and \( C_3 \) and the ratio \( u_2/u_m \) need only be calculated once for a given vegetation condition (type, geometry, LAI) to calculate \( r_a, r_b, \) and \( r_d \) under neutral conditions. The nonneutral adjustment to \( r_a \) is dependent on the GCM implementation [in offline runs, a variation of the Paulson (1970) formulation is used], and simple changes are made to \( r_b \) and \( r_d \) such that

\[
\frac{1}{r_b} = \frac{C_i}{L_f} + \frac{L_f}{C_i} \left( \frac{T_c - T_m}{T_u} \right)^{1/4}
\]

\[
\frac{1}{r_d} = \frac{u_2 \phi_H}{C_s} ; \quad \phi_H = 1
\]

\[
\phi_H = \left[ 1 + 9 \left( \frac{T_c - T_m}{T_u u_2^2} \right) z_2 \right]^{1/2}.
\]

Derivations of (15) and (16) may be found in the appendix of Sellers et al. (1986).

The aerodynamic parameters \( C_i, C_s, \) and \( C_3 (= z_0 \text{ and } d) \) are thus calculated as functions of (i) the empirical constants \( G_i \) and \( G_o, \) which were obtained from curve-fits to second-order closure model results; (ii) time-invariant vegetation-type-dependent properties \( z, z_2, z_c, \)

\( z_i, z_2, z_c, \) and \( C_1 (l_w, l_i, \chi_L); \) and (iii) a time-varying, vegetation-type-dependent parameter, the total LAI, \( L_f. \) It is impractical to calculate \( C_i, C_s, \) and \( d \) at every time step or even whenever the LAI is incremented. [In the GCM run described in Randall et al. (1995), \( L_f \) is changed daily at every grid square.] Instead, the calculation of these parameters is performed off-line for each vegetation type for \( L_f \) values ranging from zero to 8.0 at 0.5 \( L_f \) intervals by a program called AEROS. The resulting 12 \( \times \) 17 \( L_f \) values \( \times \) 4 parameters: \( C_i, C_s, \) \( z_0, \)

\( d \) is accessed by the SiB2 preprocessor MAPPER, which also has access to monthly values of \( L_f \) supplied by satellite data and a vegetation-type map, to specify monthly global fields of \( C_i, C_s, \) \( z_0, \) and \( d \) by linear interpolation between the AEROSIB \( L_f \) values (see Sellers et al. 1995). Within the GCM, daily interpolated values of these parameters, adjusted for snow cover effects (see section 9), are used to calculate time step values of \( r_b, r_d, \) and \( r_a \) using (15), (16), and a GCM-dependent variation of (14), respectively. The variables required from SiB2-GCM at each time step are \( u_m \) (from which \( u_2 \) is estimated as a ratio), \( T_e, T_g, T_a, \) and \( T_m. \) Where \( r_a \) is dependent on virtual temperature, \( e_a \) and \( e_m \) are also required.

The model described above is physically naive. In particular, it is very doubtful that a first-order closure model of this type can describe transfer processes below a vegetation canopy in a credible way (see Shaw and Pereira 1982). However, the model does seem to reproduce the gross dependencies of \( z_0 \) and \( d \) on in-
creasing LAI, as well as provide an acceptable description of momentum transfer above tall vegetation (see Sellers et al. 1989).

7. Surface resistances and canopy photosynthesis

a. Canopy transpiration and photosynthesis

In SiB1, the stomatal resistance (conductance) of individual leaves, $r_s (= 1/g_s)$, was described by the empirical model of Jarvis (1976), which required the use of a large number of vegetation-type-dependent parameters, many of which are hard to specify from the ecological literature (see Sellers et al. 1986; Dorman and Sellers 1989; Sellers et al. 1989). Photosynthesis was not addressed in SiB1.

The C$_3$ photosynthesis model of Farquhar et al. (1980), as expanded on by Collatz et al. (1991) and others, the C$_4$ model of Collatz et al. (1992), and the stomatal model of Ball (1988) are the basis for the leaf photosynthesis-conductance model used in SiB2. In this model, photosynthesis and conductance are explicitly connected (see Fig. 4). A complete description of the model is reproduced in appendix C; a summary of the approach is given below.

The Collatz et al. (1991) version of the model for C$_3$ species describes the leaf assimilation (or gross photosynthetic) rate as the minimum of three limiting rates, $w_c$, $w_e$, $w_r$, where $w_c$, $w_e$, and $w_r$ are functions that describe the assimilation rates as limited by the efficiency of the photosynthetic enzyme system (Rubisco-limited), the amount of PAR captured by the leaf chlorophyll, and the capacity of the leaf to export or utilize the products of photosynthesis, respectively. For C$_4$ species, the terms $w_e$ and $w_r$ still refer to Rubisco and light limitations, respectively, but $w_c$ now refers to a PEP-Carboxylase limitation (see Collatz et al. 1992).

Thus,

$$ A \leq \text{Min}(w_c, w_e, w_r), \tag{17} $$

where $A =$ leaf photosynthetic rate (mol m$^{-2}$ s$^{-1}$); $w_c =$ Rubisco (leaf enzyme) limited rate of assimilation (mol m$^{-2}$ s$^{-1}$); $w_e =$ light-limited rate of assimilation (mol m$^{-2}$ s$^{-1}$); $w_r =$ Carbon compound export limitation (C$_4$ vegetation), or PEP-Carboxylase (C$_4$) limitation on photosynthesis (mol m$^{-2}$ s$^{-1}$).

The physiological limit on assimilation $w_e$ is primarily a function of the leaf’s enzyme reserves, which can be thought of as the biochemical processing capacity of the leaf. This capacity is represented in the model by a parameter $V_{\text{max}}$, the maximum catalytic capacity of the photosynthetic enzyme, Rubisco, multiplied by a temperature-dependent function and a soil moisture stress function (see appendix C). Thus, $w_c$ can be written as

$$ w_c = f_c(V_{\text{max}}, T_c, W_2, c_i, O_2, \cdots), \tag{18} $$

where $c_i =$ partial pressure of CO$_2$ in leaf interior (Pa); $O_2 =$ partial pressure of O$_2$ in leaf interior (Pa).

The light-limited rate of assimilation is defined by

$$ w_e = f_e(cF_e, n, c_i, O_2, \cdots), \tag{19} $$

where $F_e =$ (vector) flux of PAR incident on leaf (W m$^{-2}$); $n =$ leaf normal; $e =$ quantum efficiency for CO$_2$ uptake (mol mol$^{-1}$ or mol J$^{-1}$).

The storage–export limiting rate on assimilation is given by

$$ w_r = f_r(V_{\text{max}}, T_c, W_2). \tag{20} $$

Leaf net assimilation is given by subtracting the leaf maintenance respiration rate from $A$, itself a function of the leaf’s enzyme pool size as represented by $V_{\text{max}}$:

$$ A_n = A - R_d = A - f(V_{\text{max}}, T_c, W_2, \cdots), \tag{21} $$

where $A_n =$ net assimilation rate (mol m$^{-2}$ s$^{-1}$); $R_d =$ leaf respiration rate (mol m$^{-2}$ s$^{-1}$).

The complete forms for the functions $f_c, f_e, f_r,$ and $f$ may be found in appendix C.

Collatz et al. (1991) went on to combine this photosynthetic model with the Ball (1988) semiempirical model for leaf stomatal conductance:
\[ g_s = m \frac{A_n}{c_s} h_i p + b, \]  

(22)

where

\[ g_s = \text{leaf stomatal conductance (mol m}^{-2} \text{s}^{-1}); \]
\[ m = \text{empirical coefficient from observations,} \]
\[ = 9 \text{ for C}_3 \text{ vegetation,} \]
\[ = 4 \text{ for C}_4 \text{ vegetation,} \]
\[ = 6 \text{ for conifers;} \]
\[ b = \text{empirical coefficient from observations} \]
\[ \text{(mol m}^{-2} \text{s}^{-1}, \text{ or m s}^{-1}), \]
\[ = 0.01 \text{ for C}_3 \text{ vegetation,} \]
\[ = 0.04 \text{ for C}_4 \text{ vegetation;} \]
\[ h_i = \text{relative humidity at leaf surface;} \]
\[ c_s = \text{CO}_2 \text{ partial pressure at leaf surface (Pa);} \]
\[ p = \text{atmospheric pressure (Pa).} \]

In (22), leaf conductance for the influx of CO\(_2\) and the simultaneous efflux of water are directly linked through a simple dependence on relative humidity, CO\(_2\) concentration, and two vegetation-dependent constants \(m\) and \(b\). This represents a considerable simplification over the more empirical model of leaf conductance used in SiB1 that required the definition of many species-specific parameters.

In (17) through (22), the partial pressures of CO\(_2\)(\(c_s\), \(c_i\)) and the leaf-surface relative humidity \(h_i\) are linked to conditions in the canopy air space via the leaf stomatal conductance \(g_s\); the leaf boundary-layer conductance \(g_l\); the net flux of CO\(_2\) \(A_n\); and leaf transpiration \(E_h\) (see Fig. 4 and appendix C). The equations describing these fluxes allow us to close the set (17) through (22) and thus calculate mutually consistent values of \(A_n\) and \(E_h\) for steady-state conditions. Sellers et al. (1992a) describe an interactive procedure for doing this, which is used in the off-line version of SiB2. In the GCM version of SiB2, we use a more efficient method based on a prognostic equation for leaf or canopy conductance (see appendix C).

The equation set reviewed above is relevant to a single leaf with known physiology \((V_{\text{max}}, \epsilon, m, \ldots)\), physical properties, and forcing conditions \((T_c, F_n, e_n, u, W_2, c_n)\). The next step is to integrate these equations over the depth of the canopy to describe canopy photosynthesis \(A_c\) and conductance \(g_c\). Sellers et al. (1992a) describe a procedure for doing this, which is based on the hypothesis that the canopy depth-profile of leaf nitrogen, and hence \(V_{\text{max}}\), follows the time-mean (radiation-weighted) profile of PAR:

\[ V_{\text{max},c} = V_{\text{max},0} e^{-\bar{k} \ell}, \]  

(23)

where

\[ V_{\text{max},0}, V_{\text{max},c} = \text{values of leaf } V_{\text{max} \text{ at the top of the canopy,} (0), \text{ and under a LAI } L, \text{ respectively (mol m}^{-2} \text{s}^{-1});} \]
\[ \bar{k} = \text{time-mean (radiation-weighted) extinction coefficient for PAR.} \]

The amount of PAR incident on an average leaf surface within the canopy, \(F_n \cdot n\), can be approximated by

\[ F_n \cdot n \approx F_{\gamma_0} \left[ \frac{G(\mu)}{\mu} \right] e^{-\bar{k} \ell}, \]  

(24)

where

\[ F_{\gamma_0} = \text{incident PAR flux (W m}^{-2}); \]
\[ G(\mu) = \text{projection of leaves in direction of incoming radiation flux (} \mu \text{).} \]

The use of a time-mean value of \(\bar{k}\) in (24) instead of the more correct instantaneous value of \(k\) gives rise to only small errors in the estimation of \(w_c\) (see Sellers et al. 1992a). The total incident PAR flux, \(F_{\gamma_0}\), is estimated by summing the incident direct beam and diffuse visible fluxes, \(F_{\gamma_0} = F_{\gamma_0\beta} + F_{\gamma_0\lambda}\). Since \(w_c\), \(e_n\), and \(w_c\) now have the same depth-profile relationships through \(e^{-\bar{k} \ell}\), we may substitute (23) into (18) and (20), and substitute (24) into (19), then integrate to give us an expression for canopy photosynthesis, \(A_c\).

So far, we have only considered the case of a continuous, green canopy as described in Sellers et al. (1992a), where the canopy-cover fraction \(V\) is unity. This analysis can be adapted to cover the case of clumped vegetation \((V<1)\) containing some nongreen phytoelements \((N<1)\). In the case of clumped vegetation, the local LAI, that is, the LAI within the clumps, is given by \(L/R/V\).

Thus, if we retain the physiological parameters for the top leaves as being representative of green leaves only \((V_{\text{max},0})\), we can write

\[ A_c = A_{\text{max}} \int_0^{W_2} V N e^{-\bar{k} \ell} dL = A_{\text{max}} \Pi, \]  

(25)

where

\[ A_{\text{max}} = A_n \text{ for leaves at the top of the canopy (mol m}^{-2} \text{s}^{-1}), \]
\[ = f_c(V_{\text{max},0}, \ldots), f_n(F_{\gamma_0}, \ldots), f_e(V_{\text{max},0}, \ldots); \]
\[ \Pi = V N (1 - e^{-\bar{k} \ell / V})/\bar{k}; \]
\[ \Pi \approx \text{FPAR}/\bar{k}. \]

This value of \(A_c\) can then be used to calculate a consistent canopy conductance \(g_c\) by adapting (22):

\[ g_c = m \frac{A_c}{c_s} h_i p + b L_r, \]  

(26)

where the larger "S" subscript refers to bulk canopy values of \(c_i\) and \(h_i\). This value of \(g_c\) is used to calculate the canopy transpiration rate \(E_h\) by

\[ \lambda E_h = \left[ \frac{e^*(T_c) - e_n}{1/g_c + 2r_h} \right] \frac{\rho c_p (1 - W_c)}{\gamma}, \]  

(27)
where
\[ e^*(T_c) = \text{saturated vapor pressure at temperature } T_c \text{ (Pa);} \]
\[ e_a = \text{canopy air space vapor pressure (Pa);} \]
\[ \rho, c_p = \text{density, specific heat of air, respectively (kg m}^{-2} \text{, J kg}^{-1} \text{ K}^{-1}); \]
\[ \gamma = \text{psychrometric constant (Pa K}^{-1}); \]
\[ W_c = \text{fractional wetted area of the canopy.} \]

The complete set of leaf-scale and canopy-integrated equations governing photosynthesis and conductance is written out in appendix C but can be summarized as follows:

\[
\begin{align*}
\text{canopy biophysical rate variable} & = \\
& \begin{bmatrix}
\text{leaf physiology or radiation rate limit (top leaves)} \\
\text{environmental forcing or feedback terms} \\
\text{canopy PAR-use parameter}
\end{bmatrix} \\
A_c, g_c & = \\
& [V_{\max}, F_0] \\
& [B_1 \cdots B_6] \\
& [\Pi]
\end{align*}
\] (28)

In (28), the roles of the top leaf performance and the canopy PAR-use parameter \( \Pi \) can be seen clearly. Here \( \Pi \) varies between zero for no vegetation cover, to between 1 and 1.5 for dense green vegetation. The parameters \( B_i \) through \( B_6 \) are defined in appendix C; they describe the effects of temperature, humidity, CO\(_2\) concentration, soil moisture stress, etc., on \( A_c \) and \( g_c \). Note that the near-surface atmospheric CO\(_2\) concentration \( c_m \) has an indirect effect on \( A_c \) and \( g_c \) through the CO\(_2\) flux pathway and hence \( c_i \) and \( c_s \) (see Figs. 2 and 4).

Term \( \Pi \) is the critical variable that can be obtained from satellite data. Discussion in Sellers et al. (1992a) shows how the FPAR term in \( \Pi \) is near-linearly related to the simple ratio vegetation index when the soil background is dark:

\[
\text{FPAR} \propto \text{SR} = \frac{a_N}{a_V},
\] (29)

where
\[ \text{SR} = \text{simple ratio vegetation index;} \]
\[ a_N, a_V = \text{near-infrared, visible reflectances or counts, respectively (sensor-dependent).} \]

The approximate scale-invariance of (29) is key to its application on large spatial scales, such as in a GCM. Comparing (28) and (29), we see that there is a chain of (near-) linear relationships between \( A_c, g_c, \Pi, \) FPAR, and SR. Since the area-integral of a linear function is directly proportional to the average of that function over the domain, it can be demonstrated that the mean value of SR over a large area, as supplied by a coarse-resolution satellite sensor, should provide good estimates of \( A_c \) and \( g_c \) over the same area through \( \Pi \) in (28) (see Sellers et al. 1992a, 1996). This effect was explored using field data from the FIFE experiment (see Sellers et al. 1992c), where it was shown that the scheme was robust over a wide range of length scales and conditions.

The methods for converting the raw satellite data into estimates of FPAR, \( L_T \), and \( N \) are discussed in full in Sellers et al. (1996).

b. Precipitation interception and interception loss

There are two important features in the treatment of precipitation interception and interception loss in SiB2.

(i) The hydrological effects resulting from the spatial nonuniformity of convective precipitation are explicitly addressed.

(ii) The canopy and ground are each assigned separate liquid water and snow–ice interception stores: \( M_{\text{can}} \) and \( M_{\text{g}} \) for the canopy and \( M_{\text{sw}} \) and \( M_{\text{g}} \) for the ground. If both phases of water coexist on either surface at the end of a time step, the liquid water store (subscript "\( w \)") is lost to drainage, runoff, or infiltration into the soil, leaving only the snow–ice component "\( s \)" in place. The ground snow store \( M_{\text{g}} \) covers a variable fraction of the surface at low values and can maintain a different temperature from the exposed soil surface. All phase changes, whether due to energy inputs or interception of precipitation of a different surface temperature from the stored water already in place, are taken into account.

These features are reviewed briefly below; details can be found in appendix D.

A full description of the convective precipitation interception formulation is given in Sato et al. (1989b). In SiB2, the possibilities of convective snowfall and of convective rainfall falling on snow-covered areas are excluded for simplicity; thus, only liquid convective precipitation falling on surfaces above freezing is permitted in the model. In nature, the net effect of the "clumped" precipitation patterns typical of convective storms is to increase the area-averaged canopy throughfall and surface (infiltration excess) runoff rates. In most GCMs, a single (area averaged) figure for convective precipitation is produced for each grid area for each time step.

In SiB2, we assume that convective rainfall is spatially distributed according to a simple exponential function \( I_{\text{ex}} \) (see Fig. 5). The coefficients in this function can also be adjusted to represent large-scale (spatially uniform) precipitation \( I_T \). Since most models can produce both types of precipitation simultaneously,
by a modification of the radiative transfer model. This leaves us with the rainfall that is intercepted but not necessarily retained by the canopy. The next step is to calculate the proportion of the grid area for which the canopy has intercepted enough rainfall to equal or exceed its saturation limit. This proportion \( x_s \) is shown schematically in Fig. 5 and is given by the solution to

\[
P_I(x_s) = S_c - M_{cs} - M_{gw},
\]

where

\[
S_c = \text{canopy storage limit (m)},
\]

\[
= 0.0001 L_T.
\]

Figure 5b shows how the precipitation area–amount function is added to the water or snow already stored on the canopy, \( M_{cs} \) or \( M_{gw} \), respectively, which is assumed to be uniformly distributed at the beginning of the time step, and how \( x_s \) relates to \( S_c \). The equation set may be integrated to provide an estimate of the canopy drainage loss that is equivalent to the vertically hatched area in Fig. 5b.

This water joins the throughfall to provide an effective precipitation rate for the ground surface. A similar calculation to (30) is done for the surface "puddle" storage, which has a maximum value of 0.2 mm for \( M_{gw} \).

The residual precipitation rate reaching the ground surface can still exceed the local infiltration capacity of the soil. For the sake of simplicity, we assume the same area–amount relationship for this ground surface rainfall rate, which in fact would have been distorted by interception in the canopy, etc. Overland flow is generated for the fraction of the grid area where this residual rainfall rate exceeds the local soil hydraulic conductivity.

Once the precipitation has been intercepted by the canopy or ground, some calculations must be made to take account of possible phase changes. The canopy moisture stores \( M_{cs} \) or \( M_{gw} \) and the canopy itself are at a specified temperature \( T_c \) prior to the interception of precipitation at temperature \( T_m \). A simple energy balance calculation is performed to calculate a single new temperature for the canopy, the intercepted precipitation, and the frozen or melted water produced as a result of phase changes (see appendix D). At the end of the calculation, if \( M_{cs} \) and \( M_{gw} \) are both positive, \( M_{cs} \) is lost and added directly to the soil moisture store \( W \). This prohibits the retention of two different phases of water that would make for complications at the next time step.

A similar procedure is used to account for temperature and phase changes on the ground. However, SiB2 incorporates a treatment of nonuniform snow cover that must be factored into the calculation. Figure 6a shows how snow extent varies linearly with snow water equivalent according to

\[
A_s = a_s M_{gw},
\]
lished by Chang et al. (1990), who obtained estimates of these quantities for large areas of the Northern Hemisphere from analysis of satellite microwave data. Use of (31) implies that the ground will be completely covered in snow when the area-averaged SWE exceeds 0.076 m or around 30–50 cm of snow. [Note that the formulation allows tall vegetation to project above the snow, see (42) in section 9.] Figure 6b shows how the snowpack and its underlying surface soil layer may have a different temperature, \( T_{\text{snow}} \), than the adjacent bare ground within a grid square. The rule is that

\[
T_{\text{snow}} = T_g, \quad \text{when } T_g < T_f \quad (32a)
\]

\[
T_{\text{snow}} = T_f, \quad \text{when } T_g > T_f. \quad (32b)
\]

Again, an energy balance calculation is done to account for changes in water phase and temperature in the snowpack and the ground as a result of interception of snow or rainfall (see appendix D).

The effective heat capacity of the snow already on the surface is limited to 0.05 m of SWE so as to permit realistic diurnal variation of the surface temperature wave. Whenever the snowpack increases in extent, the area of underlying soil is chilled (if \( T_g > T_f \)) to match \( T_{\text{snow}} \). The energy due to phase changes is used to melt snow or freeze water. At the end of the time step, if \( M_{gl} > 0 \), all liquid water \( M_{gw} \) is lost to the soil surface. Soil hydraulic conductivities and hence the infiltration rate are reduced gradually as the soil temperature decreases significantly below zero (see the next section).

The computational procedure that accounts for all these phase and temperature changes for all combinations of \( T_g \), \( T_{\text{snow}} \), and \( T_m \) is fairly elaborate. However, the procedure does add realism to the model as grid areas with thawing snow do not undergo any drastic changes in albedo from one time step (100% snow covered) to the next (0% snow covered), as was the case for SiB1. Instead, the transition in snow cover and hence albedo takes place over several days. Likewise, the bulk ground surface temperature, represented as \( T_b = T_{\text{snow}} A_s + T_g (1 - A_s) \), undergoes a similar gradual transition.

From then on, interception loss is treated in SiB2 in a similar way as in SiB1:

\[
\lambda E_{ct} = \left[ \frac{e^* (T_c) - e_d}{r_h} \right] \frac{\rho C_v}{\gamma} W_c \epsilon_{c, t}, \quad (33a)
\]

\[
\lambda E_{gl} = \left[ \frac{e^* (T_c) - e_d}{r_d} \right] \frac{\rho C_v}{\gamma} W_c \epsilon_{g, t}, \quad (33b)
\]

where

\[
W_c = (M_{cw} + M_{cz}) / S_c, \quad 0 \leq W_c \leq 1;
\]

\[
W_g = M_{gw} / 0.0002 \text{ or } A_s;
\]

\[
\epsilon_{c, t} = 1 \text{ when } M_{c,gw} > 0,
\]

\[
= T_g \text{ if } M_{gw} > 0;
\]

\[
\lambda = \lambda / (\lambda + \lambda_s), \text{ when } M_{c,g} > 0;
\]

\[
\lambda_s = \text{heat of sublimation (J kg}^{-1}).
\]

The value of \( A_s \) was determined from snow water equivalent (SWE) and snow cover extent data published by Chang et al. (1990), who obtained estimates of these quantities for large areas of the Northern Hemisphere from analysis of satellite microwave data. Use of (31) implies that the ground will be completely covered in snow when the area-averaged SWE exceeds 0.076 m or around 30–50 cm of snow. [Note that the formulation allows tall vegetation to project above the snow, see (42) in section 9.] Figure 6b shows how the snowpack and its underlying surface soil layer may have a different temperature, \( T_{\text{snow}} \), than the adjacent bare ground within a grid square. The rule is that

\[
T_{\text{snow}} = T_g, \quad \text{when } T_g < T_f \quad (32a)
\]

\[
T_{\text{snow}} = T_f, \quad \text{when } T_g > T_f. \quad (32b)
\]

Again, an energy balance calculation is done to account for changes in water phase and temperature in the snowpack and the ground as a result of interception of snow or rainfall (see appendix D).

The effective heat capacity of the snow already on the surface is limited to 0.05 m of SWE so as to permit realistic diurnal variation of the surface temperature wave. Whenever the snowpack increases in extent, the area of underlying soil is chilled (if \( T_g > T_f \)) to match \( T_{\text{snow}} \). The energy due to phase changes is used to melt snow or freeze water. At the end of the time step, if \( M_{gl} > 0 \), all liquid water \( M_{gw} \) is lost to the soil surface. Soil hydraulic conductivities and hence the infiltration rate are reduced gradually as the soil temperature decreases significantly below zero (see the next section).

The computational procedure that accounts for all these phase and temperature changes for all combinations of \( T_g \), \( T_{\text{snow}} \), and \( T_m \) is fairly elaborate. However, the procedure does add realism to the model as grid areas with thawing snow do not undergo any drastic changes in albedo from one time step (100% snow covered) to the next (0% snow covered), as was the case for SiB1. Instead, the transition in snow cover and hence albedo takes place over several days. Likewise, the bulk ground surface temperature, represented as \( T_b = T_{\text{snow}} A_s + T_g (1 - A_s) \), undergoes a similar gradual transition.

From then on, interception loss is treated in SiB2 in a similar way as in SiB1:

\[
\lambda E_{ct} = \left[ \frac{e^* (T_c) - e_d}{r_h} \right] \frac{\rho C_v}{\gamma} W_c \epsilon_{c, t}, \quad (33a)
\]

\[
\lambda E_{gl} = \left[ \frac{e^* (T_c) - e_d}{r_d} \right] \frac{\rho C_v}{\gamma} W_c \epsilon_{g, t}, \quad (33b)
\]

where

\[
W_c = (M_{cw} + M_{cz}) / S_c, \quad 0 \leq W_c \leq 1;
\]

\[
W_g = M_{gw} / 0.0002 \text{ or } A_s;
\]

\[
\epsilon_{c, t} = 1 \text{ when } M_{c,gw} > 0,
\]

\[
= T_g \text{ if } M_{gw} > 0;
\]

\[
\lambda = \lambda / (\lambda + \lambda_s), \text{ when } M_{c,g} > 0;
\]

\[
\lambda_s = \text{heat of sublimation (J kg}^{-1}).
\]
The interception losses and/or condensation gains calculated from (33) are factored into (1) through (5) during the time-stepping procedure. Some adjustments are made to canopy and ground radiative and aerodynamic properties whenever \( M_{ns} \) or \( M_{gs} \) are nonzero (see section 9).

c. Soil evaporation

Evaporation of soil moisture from within the top soil layer in SiB2 is calculated by

\[
\lambda E_{gs} = \left( \frac{h_{soil} e^*(T_g) - e_a}{r_{soil} + r_d} \right) \frac{\rho c_p}{\gamma} (1 - W_g),
\]

(34)

where

\( r_{soil} \) = soil surface resistance (s m\(^{-1}\));
\( h_{soil} \) = relative humidity of the soil pore space; $e^*(T_g)$ = saturation vapor pressure at temperature $T_g$;
\( e_a = 1 \), when $e^*(T_g) < e_a$;
\( \psi_s = \) soil moisture potential of top layer (m);
\( g = \) acceleration due to gravity (m s\(^{-2}\));
\( R = \) gas constant (J kg\(^{-1}\) K\(^{-1}\)).

The soil resistance term, \( r_{soil} \), is an empirical term that is supposed to take into account the impedance of the soil pores to exchanges of water vapor between the bulk of soil layer 1 and the immediately overlying air. Sun (1982), followed by Camillo and Gurney (1986), Villalobos and Fereres (1990), and Sellers et al. (1992c), all found it necessary to include this term to prevent the simulation of excessive soil evaporation rates. We will use (19) of Sellers et al. (1992c), which was derived from analyses of a large number of surface flux observations in FIFE:

\[
r_{soil} = \exp(8.206 - 4.255W_1).
\]

(35a)

However, in the work discussed in Randall et al. (1996), we use a functionally similar expression fitted to the same data:

\[
r_{soil} = \text{Max}(23.6, 694 - 1500W_1).
\]

(35b)

Further discussion of the physical mechanisms involved and other field studies on \( r_{soil} \) may be found in Sellers et al. (1992c).

8. Diffusion of water and heat in the soil

A three-layer isothermal model was used in SiB1 to calculate the hydraulic diffusion and gravitational drainage of water in the soil. The equation used to describe vertical exchanges between soil layers is

\[
Q = K \left[ \frac{\partial \psi}{\partial z} + 1 \right],
\]

(36)

where

\[ Q = \text{vertical water flow (m s}^{-1}\);
\]
\[ K = \text{hydraulic conductivity (m s}^{-1}\),
\]
\[ = K_s W^{(2b+3)}; \]
\[ \psi = \text{soil moisture potential (m),}
\]
\[ = \psi_s W^{-b};
\]
\[ K_s, \psi_s = \text{K, } \psi \text{ at saturation (m s}^{-1}, \text{m);}
\]
\[ B = \text{empirical parameter.}
\]

In (36), the term "+1" accounts for gravitational drainage.

The drainage of water out of the bottom of the soil column to create base flow is given by

\[
Q_3 = f_{soc} \left( \frac{\sin \Theta_s K_s W_3^{(2b+3)} + 0.001 \frac{\theta D_{so} W_5}{\tau_d}}{\gamma} \right),
\]

(37)

where

\( \Theta_s = \) local slope angle.

The first term in the parentheses on the right-hand side of (37) covers gravitational drainage as modeled in SiB1. The second term was proposed by Liston (1992, personal communication) to account for the contributions to base flow made by heterogeneities in the soil moisture fields of large river basins. The factor \( f_{soc} \) allows for a progressive reduction in soil hydraulic conductivity as the soil freezes; it is defined below in (38).

The solution of (6), (7), (8), (36), and (37) is accomplished using an improved backward-implicit scheme operating on the final (end of time step) values of \( Q \) holding between two soil layers; that is, on \( Q + \Delta Q_{i,i+1} \). Estimates of the time-averaged soil conductivity, \( \bar{K}_{i,i+1} \), holding between two layers for the same period are derived following the methods of Milly and Eagleson (1982), whereby

\[
\bar{K}_{i,i+1} = f_{soc} \left[ \frac{K_i \psi_i - K_{i+1} \psi_{i+1}}{\psi_{i+1} - \psi_i} \right],
\]

(38)

where

\[
f_{soc} = (T_s - (T_f - 10)) / 10; 0.05 < f_{soc} \leq 10,
\]
\[
T_s = T_g \text{ for } \bar{K}_{i,1},
\]
\[
= T_d \text{ for } \bar{K}_{i,2} \text{ or } Q_3.
\]

The values of \( \bar{K} \) estimated at the beginning of a time step are bounded by the minimum value of \( K_i \) found within the profile (lower bound) and the value of \( \bar{K}_{i,i+1} \) that would be obtained at the end of the time step assuming free gravitational drainage (upper bound).

Heat transport in the soil is described by the force–restore model of Deardorff (1977) [see (2) and (3)]. The heat capacity of the diurnally responsive upper soil, \( C_{s_1} \), is defined after the work of Camillo and Schmugge (1981), who formulated expressions for soil thermal conductivity and specific heat as functions of porosity and soil moisture content. We have added a term to take some account of the thermal effects of snow (see appendix E).

9. Effects of snow on surface reflectance and meteorological properties

The formulation of snow interception in SiB2 is described in section 7 and appendix D. The buildup of
10. Solution of the equation set

The sequence of calculations carried out by SiB2 as implemented in the Colorado State University GCM is set out in Fig. 7 and is summarized below.

The time-invariant boundary conditions for each grid square are continuously available (see Table 1). The time-varying vegetation parameters (FPAR, Lr, N, k, z0, d, C1, and C2) that are all dependent on the spectral vegetation indices provided by satellite data are interpolated daily from a set of monthly values [see Sellers et al. (1996) and the “OFF-LINE” procedures in Fig. 7]. A single pass through the model proceeds as follows:

(i) The values of the prognostic variables Tc, Tr, Td, Mc, and Mf, are used to adjust time-invariant aerodynamic properties of the surface using (42).

(ii) The radiative transfer model is used to calculate the absorption and reflection of radiation by canopy and ground. First, snow-free reflectance and transmittance properties of the phytoclements are calculated by weighting “live” and “dead” phytoclement optical property values, held in the time-invariant vegetation properties table for each species, by N and (1 − N), respectively. These values, ρλ and δλ, are then adjusted for the effects of intercepted snow using (39) and (40), and the soil reflectance is similarly altered using (41). The radiative transfer submodel is then used to calculate the total amount of radiation absorbed by the canopy Rn and soil Rn.

(iii) The canopy and ground wetness fractions (i.e., the proportions of the canopy and ground that are covered in water or snow) and the soil surface resistance and humidity of the upper soil layer are calculated from (33) through (35). Canopy and ground thermal properties are calculated from equations in appendix E.

(iv) The aerodynamic resistances for the beginning of the time step are calculated. The adjusted values of z0, d, C1, and C2 from (i) are used in (14), (15), and (16) to calculate r0, rd, and re.

(v) The canopy photosynthesis–conductance model is run either in its full-solution mode (off line) or in its time-stepped mode (in the GCM) using (17) through (26) and (9).

The calculations in (v) go through six iterations to converge on a solution for Ci. This loop is nested within a nonneural aerodynamic transfer iterative calculation (four passes), which is used to converge on the value of re in (iv).

(vi) All the component terms of (1) and (2) are inserted; for example, the Ec terms are replaced by the sum of the Ec and Ew terms from (27) and (33a), respectively. These complete forms of (1) and (2), which describe the time-variation of the “fast” prognostic SiB2 variables Tc and Ts, and similar equations for the planetary boundary-layer temperature Tm and water vapor concentration qv, are linked by the fluxes of sensible and latent heat and the aerodynamic resistances ra, rb, and rd. These four equations have been
FIG. 7. Sequence of calculations used to advance the prognostic variables of SiB2 by one time step. Numbers in parenthesis refer to equations in text. Asterisk denotes subroutine used in off-line mode.
differentiated to provide partial derivatives of the flux terms: \( H_{c}, H_{g}, \lambda E_{c}, \lambda E_{g}, \) and the four prognostic variables \((T_{c}, T_{g}, T_{m}, q_{m})\) with respect to the four prognostic variables. The equations are then solved to yield the increments: \( \Delta T_{c}, \Delta T_{g}, \Delta T_{m}, \Delta q_{m}. \)

(vii) The values of \( \Delta T_{c}, \Delta T_{g}, \Delta T_{m}, \) and \( \Delta q_{m}. \) are used to calculate provisional fluxes for the end of the time step. These are then used in a series of simple calculations to check for transitions from evaporation to condensation for the ground and canopy (in case the latent heat flux for the relevant surface is set to zero and the excess energy dumped into sensible heat) and to account for the effects of phase changes. When this is done, the heat fluxes are finalized.

(viii) Evapotranspiration losses are extracted from the surface interception moisture stores \((E_{ci} \) and \( E_{gi})),\) the soil surface \((E_{gs}),\) or the root zone \((E_{cr})\) [see (4) through (7)].

(ix) Soil moisture fluxes between layers and baseflow runoff rates are calculated (see section 8). Soil moisture stores are updated.

(x) Precipitation is intercepted and apportioned to canopy and soil water surface runoff (see section 8).

(xi) The prognostic variables are updated, see (1) through (9), and the final values of fluxes are returned to the atmosphere. Diagnostic variables are calculated.

The fluxes returned to the atmosphere are described in appendices A and C but may be summarized as follows.

Reflected shortwave radiation:

\[ F_{\Lambda \mu(b)} - F_{\Lambda \mu(d)} \quad \text{for} \quad \Lambda = V, N; \mu = b, d \]

Emitted longwave radiation:

\[ \sigma_{s}V \delta_{T}T_{c}^{4} + \sigma_{s}(1 - V \delta_{T}T_{g}^{4}) \]

Latent heat fluxes:

\[ \lambda E_{c} + \lambda E_{g} = \lambda E_{ci} + \lambda E_{cr} + \lambda E_{gs} + \lambda E_{gi} \]

Sensible heat fluxes:

\[ H_{c} + H_{g} \]

CO₂ flux:

\[ R_{soil} + R_{D} - A_{c} \]

Other net fluxes are described in appendices D and E but may be summarized as follows:

Runoff:

\[ R_{o_{1}} + Q_{3} \]

Canopy, soil heat fluxes:

\[ C_{c}(\partial T_{c}/\partial t); C_{g}(\partial T_{g}/\partial t) + (2\pi C_{d} / \tau_{d})(T_{g} - T_{d}) \]

Phase change energies:

\[ \xi_{c}, \xi_{gs} \]

Details on the initialization of the prognostic variables in SiB2, in particular the soil moisture stores \( W_{1}, W_{2}, \) and \( W_{5}, \) may be found in Randall et al. (1996).

11. Summary and discussion

SiB2 incorporates a number of significant changes over the original version of SiB1 of Sellers et al. (1986). These include the incorporation of a more realistic canopy physiology model; specification of surface boundary conditions from satellite data; description of nonuniform snow cover; an improved hydrological formulation and reduction of the two-story vegetation in SiB1 to a single layer in SiB2.

The photosynthesis–conductance model used in SiB2 is a considerable improvement over the empirical stomatal model used in SiB1. Besides being more realistic, it requires the specification of a much smaller set of parameters (see Sellers et al. 1995). Additionally, the most important parameter in the new model, FPAR, can be specified relatively easily from satellite data.

The use of satellite data to describe vegetation pheno-logy gives us much more confidence in the global parameter fields associated with SiB2 compared to SiB1. For example, this procedure immediately improved the calculation of surface albedo (see Sellers et al. 1996; Randall et al. 1996). The reduction of the two-story vegetation of SiB1 to a single layer in SiB2 was necessary to accommodate the photosynthesis–conductance model and the use of satellite data to specify canopy-state parameters.

The ‘patchy’ snow formulation has yielded two benefits; first, more realistic representation of land surface albedo over the Northern Hemisphere continents in winter; second, more realistic surface reflectance, energy balance, and temperature transitions over thawing grid areas.

The improved hydrological formulation in SiB2 appears to have solved some persistent numerical problems associated with soil interlayer exchanges in SiB1. The revised base flow of Liston (1992, personal communication) should help to generate more developed and realistic seasonal cycles of soil moisture content.

The reduction in the number of parameters that need to be specified in SiB2 as compared with SiB1 is considerable. First, each vegetation type in SiB2 has much less than one-half the number of parameters, and second, many of these are shared with other vegetation types (see Sellers et al. 1996).

The main motivation for this work was to improve the realism of the model. In addition, the ability to calculate coupled energy, water, and carbon fluxes over the continents using plausible physiological models with boundary conditions specified from satellite observations, all within the context of an atmospheric GCM, holds promise for tackling some important earth science problems.
Acknowledgments. Almost all of the work described in this paper was supported by NASA Earth Observing System (EOS) funds (Sellers–Mooney Interdisciplinary Science Project). Some additional support was provided by NASA FIFE funding (NAGW-897). Drs. Asrar, Butler, Tilford, Harriss, Butler, Wickland, Murphy, and Janetos at NASA HQ are thanked for overseeing the funding, and Dr. Darrel Williams and Dr. Charlie Schnetzler are thanked for ensuring that space and resources at NASA/GSFC were always available. Ms. Valerie McElroy and Ms. Laura Blasingame patiently typed out many versions of this paper; we are particularly grateful to them for putting up with all the changes. This paper is dedicated to the memory of Yale Mintz, colleague and friend.

APPENDIX A

Two-Stream Approximation Radiative Transfer Model Used in SiB2

The original equations as specified by Dickinson (1983) are as follows:

\[- \mu \frac{dI}{dL} + [1 - (1 - \beta)\omega] I \tau = - \omega \beta I \tau = \omega \mu K \beta_0 e^{-KL}, \quad (A1)\]

\[\bar{\mu} \frac{dI}{dL} + [1 - (1 - \beta)\omega] I \tau - \omega \beta I \tau = \omega \bar{\mu} K (1 - \beta_0) e^{-KL}, \quad (A2)\]

where

\[I \tau, I \tau = \text{upward and downward diffuse radiative fluxes, respectively, normalized by the incident flux;}
\]

\[\mu = \text{cosine of the zenith angle of the incident beam;}
\]

\[K = \text{optical depth of the direct beam per unit leaf area;}
\]

\[G(\mu) = \text{projected area of phytoclements in direction } \mu;
\]

\[\bar{\mu} = \text{average inverse diffuse optical depth per unit leaf area;}
\]

\[\beta, \beta_0 = \text{upsccatter parameters for the diffuse and direct beams;}
\]

\[\omega = \text{scattering coefficient of phytoclements}
\]

\[\alpha + \delta; \quad \alpha = \text{phytoclement reflectance coefficient; and}
\]

\[L = \text{cumulative leaf area index, m}^2 \text{m}^{-2}.
\]

The values of the parameters \(K, G(\mu), \bar{\mu}\) are functions of canopy geometry, specifically the leaf angle distribution function, and of \(\mu\), in the case of \(K\) and \(G(\mu)\). The values of the upsccatter parameters \(\beta\) and \(\beta_0\) are functions of canopy geometric properties as well as phytoclement optical properties (see Dickinson 1983; Sellers 1985).

Determination of these parameters requires specification of the leaf angle distribution. In SiB1 and SiB2 this is done by means of the \(\chi_L\) function of Ross (1975), whereby the departure of leaf angles from a spherical or random distribution is characterized by a simple expression:

\[\chi_L = \pm \int_0^{\pi/2} |1 - O(\theta)| \sin \theta \, d\theta, \quad (A3)\]

where

\[\theta = \text{the leaf inclination angle relative to a horizontal plane, and}
\]

\[O(\theta) = \text{leaf-angle distribution function.}
\]

Here \(\chi_L = 0\) for spherically distributed leaves, \(+1\) for horizontal leaves, and \(-1\) for vertical leaves. Goudriaan (1977) fitted a curve to datasets generated from (A3), which provides reasonable estimates of the average leaf projection in any direction, given the value of \(\chi_L:\)

\[G(\mu) = \phi_1 + \phi_2 \mu; \quad (A4)\]

\[\phi_1 = 0.5 - 0.633 \chi_L - 0.33 \chi_L^2;\]

\[\phi_2 = 0.877 (1 - 2 \phi_1).\]

Equation (A4) may be used over the range \(-0.4 < \chi_L < 0.6\). Field data have been analyzed to specify \(\chi_L\) for different biomes; in the absence of other information \(\chi_L = 0\) is assumed, and (A4) is then used in the calculation of \(G(\mu), K, \mu, \beta,\) and \(\beta_0\). Term \(\chi_L\) is also used to describe the aerodynamic properties of phytoclements (see appendix B).

The two equations (A1) and (A2) are solved using the incident (above canopy) radiation flux and the upwelling diffuse flux reflected by the soil as upper and lower boundary conditions, respectively. The calculation is performed for each of the four solar radiation components with a different simplified calculation for the exchanges of thermal infrared radiation. For the case of direct-beam visible or near-infrared solar radiation, the solutions to (A1) and (A2) are

\[I^\dagger = \alpha_1 e^{-KL} + \alpha_2 e^{-\alpha_3 L} + \alpha_4 e^{\alpha_4 L}; \quad (A5)\]

\[I^\dagger = \alpha_5 e^{-KL} + \alpha_6 e^{-\alpha_7 L} + \alpha_8 e^{\alpha_8 L}, \quad (A6)\]

where \(\alpha_1, \alpha_2, \ldots, \alpha_8\) are algebraic combinations of the coefficients in (A1) and (A2) (see the appendix of Sellers 1985). [Note: there is an error in the expression for \(\alpha_5\) in the appendix of Sellers et al. (1985), where \(\alpha_5\) is called \(h_5\). The correct version is \(h_5 = -f_{p3} - \alpha_5\).]

The downward flux of diffuse radiation in the canopy \(I^\dagger\), as described by (A5) has a component resulting from interception and rescattering of the direct beam radiation (first term), an exponentially extinguished downward flux resulting from downward scattering in the canopy (second term) and an exponentially attenuated upwards flux resulting from upward scattering of radiation by phytoclements and soil (third term). The terms in (A6) describe similar processes. From (A5) and (A6), \(I^\dagger (0)\) can be calculated and subsequently
used as the canopy-soil system hemispherical reflectance, while \( I_d (L_T) + e^{-KL_T} \) defines the spectral transmittance of the vegetation. Similar equations can be defined to calculate the fate of incident diffuse fluxes (see the appendix of Sellers 1985).

The solar radiation absorbed by the canopy and ground is given by

\[
F_{\lambda,\mu(c)} = V[1 - I^c] - I^c g (1 - a_{\lambda,\mu}) - e^{-KL_T} (1 - a_{\lambda,\mu})]F_{\lambda,\mu(0)} \tag{A7}
\]

and

\[
F_{\lambda,\mu(g)} = \{ (1 - V)(1 - a_{\lambda,\mu}) + V[I^g (1 - a_{\lambda,\mu}) + e^{-KL_T} (1 - a_{\lambda,\mu})] \} F_{\lambda,\mu(0)}, \tag{A8}
\]

where

\( V = \) Canopy cover fraction;

\( F_{\lambda,\mu(0)} = \) incident radiant solar energy of wavelength interval \( V = \) visible or \( N = \) near-infrared; divided at 0.7 \( \mu m\) and direction \( \mu = \) diffuse, \( b = \) beam (W m\(^{-2}\));

\( F_{\lambda,\mu(c)} = \) amount of \( F_{\lambda,\mu(0)} \) absorbed by the canopy (W m\(^{-2}\));

\( F_{\lambda,\mu(g)} = \) amount of \( F_{\lambda,\mu(0)} \) absorbed by the ground (W m\(^{-2}\));

\( I^c = \) diffuse flux leaving top of canopy, (W m\(^{-2}\));

\( I^g = \) diffuse flux leaving base of canopy, (W m\(^{-2}\));

\( e^{-KL_T} \) = direct beam flux penetrating canopy, (W m\(^{-2}\));

\( L_T = \) total (area-averaged) leaf area index;

\( a_{\lambda,\mu} = \) soil reflectance (function of wavelength and angle), in SiB2 \( a_{\lambda,\mu} \) is assumed invariant with \( \mu \).

The net absorbed thermal radiation fluxes are given by

\[
F_{T,d(0)} = F_{T,d(0)} V \delta_T - 2 \sigma T^4 c V \delta_T + \sigma T^4 g V \delta_T \tag{A9}
\]

and

\[
F_{T,d(0)} = F_{T,d(0)} (1 - V \delta_T) + \sigma T^4 c V \delta_T - \sigma T^4 g, \tag{A10}
\]

where

\( F_{T,d(0)} = \) incident thermal infrared radiation (TIR) (assumed to be all diffuse), (W m\(^{-2}\));

\( V \delta_T = \) fraction of incident TIR absorbed by canopy;

\( \delta_T = 1 - e^{-KL_T} \mu \);

\( \sigma_T = \) Stefan–Boltzmann constant (W m\(^{-2}\) K\(^{-4}\)).

In (A9) and (A10), ground and canopy emissivities are assumed to approach unity. The net radiation fluxes for canopy and ground are then given by

\[
R_{n,c} = \sum_{\lambda = V,N,T \mu = b,d} F_{\lambda,\mu(c)} \tag{A11}
\]

and

\[
R_{n,g} = \sum_{\lambda = V,N,T \mu = b,d} F_{\lambda,\mu(g)}, \tag{A12}
\]

where

\( V, N, T = \) visible, near-infrared and thermal wavelength intervals.

Note that there are only five components to be summed on the right-hand sides of (A11) and (A12) as \( F_{T,d(0)} = 0 \).

**APPENDIX B**

**Turbulent Transfer Submodel of SiB2**

The turbulent transfer submodel of SiB2 is an amalgam of the methods described in Sellers et al. (1986, 1989). The full equation set is reproduced here for reference.

The equation set describing the turbulent transfer profile under neutral conditions reads as follows.

**a. Above the transition layer: \( z > z_t \)**

Here

\[
\tau = \rho K_m \frac{\partial u}{\partial z}; \tag{B1}
\]

\[
K_m = K^*_m = k u^*_w (z - d); \tag{B2}
\]

\[
= \frac{k^2 u (z - d)}{\log \left( \frac{z - d}{z_0} \right)};
\]

where

\( \tau = \) shear stress (kg m\(^{-1}\) s\(^{-2}\));

\( \rho = \) air density (kg m\(^{-3}\));

\( K_m = \) momentum transfer coefficient (m\(^2\) s\(^{-1}\));

\( K^*_m = \) log-linear profile value of \( K_m \) (m\(^2\) s\(^{-1}\));

\( k = \) von Karman’s constant = 0.41;

\( u^*_w = \) friction velocity (m s\(^{-1}\));

\( u = \) wind speed (m s\(^{-1}\));

\( z = \) height (m);

\( d = \) zero plane displacement height (m);

\( z_0 = \) roughness length (m).

**b. Within the transition layer: \( z_t < z < z_t \)**

Here (B1) still holds but \( K_m \) is augmented by

\[
K_m = K^*_m \left[ 1 + (G_1 - 1) \left( \frac{z - z_t}{z - z_t} \right) \right]. \tag{B3}
\]

The transition height itself is assumed to be a linear function of \( z_0 \), so that

\[
\frac{z_t - z_2}{z_t - z_0} = G_2 z_0. \tag{B4}
\]
Equation (B3) allows \( K_m \) to decrease linearly from the augmented value of \( G \) at \( z = z_2 \) to \( K_m = K'_m \) at \( z = z_z \). To maintain constant shear stress throughout the same layer, the wind velocity gradient must shift away from the log-linear profile \[ \text{(see (B1))} \], which holds above, within, and below the canopy.

\( \text{c. Within the canopy air space (CAS): } z_l < z < z_2 \)

Leaf area density varies according to two linear functions:

\[ L_d = a_1 + b_1 z, \quad (z_1 < z < z_2) \quad \text{(B5a)} \]

and

\[ L_d = a_2 + b_2 z, \quad (z_2 < z < z_3). \quad \text{(B5b)} \]

These functions yield the triangular profile of leaf area density shown in Fig. 3. Given an estimate of total leaf area index \( (L_T) \) from satellite data, the constants \( a_1, a_2, b_1, \text{ and } b_2 \) can be obtained from the solution of

\[ \int_{z_1}^{z_2} L_d dz = L_T. \quad \text{(B5c)} \]

Shear is absorbed by drag force interactions with the canopy elements

\[ \frac{\partial \tau}{\partial z} = \rho \frac{C_l L_d}{p_s} u^2, \quad \text{(B6)} \]

where

\[ C_l = \text{leaf drag coefficient}; \]
\[ L_d = \text{leaf area density (m}^2 \text{ m}^{-3}); \]
\[ p_s = \text{leaf shelter factor}. \]

Monteith (1973) reproduces data that show the dependence of the leaf drag coefficient, \( C_l \), of isolated leaves on leaf inclination and dimension. A simple formula was fitted to these data:

\[ C_l = 1.328 \left[ \frac{2}{\text{Re}^{1/2}} \right] + 0.45 \bar{\sin}^{1.6}, \quad \text{(B7)} \]

where

\[ \bar{\sin} = \text{mean leaf inclination}; \]
\[ = \frac{1}{\text{Re}^{1/2}} \left[ \frac{1}{2} \left( 1 - \chi_l \right) \cos \alpha d\alpha \right]^{1/2} d\alpha; \]
\[ = \left( \frac{1}{\pi} \right) \left( 1 - \chi_l \right); \]
\[ \chi_l = \text{Ross-Goudriaan leaf angle distribution function}; \]
\[ \alpha = \text{azimuth angle}; \]
\[ \text{Re} = \text{Reynolds number}; \]
\[ u = \text{typical local wind speed} \approx 1 \text{ m s}^{-1}; \]
\[ D_l = \text{leaf dimension}; \]
\[ = \left( l_w + l_l \right)/2; \]
\[ l_w, l_l = \text{leaf width, leaf length (m)}; \]
\[ v = \text{kinematic viscosity of air}, \]
\[ \approx 0.15 \times 10^{-4} \text{ m}^2 \text{ s}^{-1} @ 15^\circ C. \]

The shelter factor \( p_s \) was first introduced by Thom (1972) and is still not well understood. It accounts for the observation that the drag coefficient of an ensemble of densely clustered phytoderm is less than the sum of their individual drag coefficients, presumably due to mutual sheltering effects. We have assumed that \( p_s = 1 \) when the leaf area density \( L_d \) is zero, that is, no shelter effect, and that \( p_s = 4 \) when \( L_d = 6 \), following the observations of Thom (1972). From these two data points and assuming that \( p_s \) must be a power relation, we use a mean value of \( p_s \) for the entire canopy given by

\[ p_s = 1 + L_d^{0.6}. \quad \text{(B8)} \]

Within the canopy \( K_m \) is assumed to be a product of local wind speed and a mixing length, \( l_m \), which must be solved for

\[ K_m = l_m u, \quad \text{(B9)} \]

where

\[ l_m = \text{mixing length (m)}. \]

\( \text{d. Below the canopy: } z < z_l \)

A log-linear wind profile holds from \( z_l \) to the soil surface:

\[ \tau = \rho \left[ \frac{ku_1}{\log(z_l/z_s)} \right]^2, \quad \text{(B10)} \]

where

\[ \tau = \text{shear stress at } z_l \text{ (and } z_s) \text{ (kg m}^{-2} \text{ s}^{-1}); \]
\[ u_1 = \text{wind speed at } z_l \text{ (m s}^{-1}); \]
\[ z_s = \text{roughness length of soil/litter surface (m)} = 0.05 \text{ m}. \]

One last equation describes the zero-plane displacement height \( d \) as the momentum height for momentum absorption, following Thom (1971):

\[ d = \frac{\int_{z_l}^{z_1} C_B u^2 dz}{\int_{z_1}^{z_1} C_B u^2 dz + \frac{\tau_1}{\rho}}, \quad \text{(B11)} \]

where

\[ C_B = \frac{L_d}{u} C_l/p_s. \]

The equation set is solved by matching boundary conditions at \( z_l, z_2, z_4, \text{ and } z_1 \).

First, (B5) and (B7) are inserted into (B6), which is combined with (B1) and (B9) to yield an expression for the wind profile within the canopy \( z_1 < z < z_2 \):

\[
\frac{d^2}{dz^2} (u^2) = (A_l + B_l z) u^2, \quad \text{(B12)}
\]
where
\[
A_i = \frac{2a_iC_i}{\rho_l m_i}, \quad B_i = \frac{2b_iC_i}{\rho_l m_i}, \quad i = 1 \text{ or } 2, \text{ depending on whether } z \leq z_c.
\]

Equation (B12) may be solved to give an expression for the wind profile within the canopy air space (CAS) that incorporates the modified Bessel function, \(I_{1/3}\), and the modified Bessel function of the second kind (the MacDonald function), \(K_{1/3}\):
\[
u^2 = Y_\alpha \alpha_i + Y_\beta \beta_i, \quad (B13)
\]
where
\[
Y_\alpha = \sqrt{\pi} I_{1/3}(\xi); \quad Y_\beta = \sqrt{\pi} K_{1/3}(\xi); \quad \eta = B_i^{-2/3}(A_i + B_i z); \quad \xi = \frac{2}{3} \eta 3/2.
\]

Here \(\alpha_i, \beta_i\) are constants determined from the solution of (B13) with the boundary conditions. Equation (B13) may be manipulated further to yield expressions for the gradient of wind speed within the canopy air space (CAS) in terms of positive indexes as required by IMSL (1984) subroutines that are used to solve the equation set [see the appendix of Sellers et al. (1989) for further details].

The equation set is combined and solved to yield the bulk aerodynamic characteristics of the vegetated surface in the offline MOMOPT program. Manipulation of (B1), (B2), (B3), (B10), and (B13) and matching their boundary conditions at \(z_0, z_2, z_c,\) and \(z_1\) yields solutions for \(z_0, d,\) and profiles of \(u\) and \(K_m,\) given input values of \(G_1, G_4, z_2, z_c,\) and \(L_f, C_i,\) and \(z_0.\) The values of \(G_1 = 1.449\) and \(G_4 = 11.785\) were determined for SiB1 by optimizing the calculated values of \(z_0\) and \(d\) derived by this model against values of \(z_0\) and \(d\) calculated by the second-order closure model of Shaw and Pereira (1982) (see Sellers et al. 1989). These values have been retained for SiB2.

APPENDIX C

Photosynthesis-Conductance Submodel of SiB2

a. Leaf-scale equation set and canopy integration technique

The Collatz et al. (1991) version of the model for C3 species describes the leaf assimilation (or gross photosynthetic) rate as the minimum of three limiting rates, \(w_e, w_r, w_s,\) which are functions that describe the assimilation rates as limited by the efficiency of the photosynthetic enzyme system (Rubisco-limited); the amount of PAR captured by the leaf chlorophyll, and the capacity of the leaf to export or utilize the products of photosynthesis, respectively.

For C4 species, the terms \(w_e\) and \(w_r\) still refer to Rubisco and light limitations, respectively, but \(w_s\) now refers to a PEP-Carboxylase limitation (see Collatz et al. 1992):
\[
w_e = V_m \left[ \frac{c_i - \Gamma^*}{c_i + K_c(1 + O_2/K_o)} \right], \quad \text{for } C_3, \quad (C1)
\]
\[
w_e = V_m, \quad \text{for } C_4, \quad (C2)
\]
where
\[
w_e = \text{Rubisco-limited rate of assimilation \ (mol m}^{-2} s^{-1})^{-1}; \quad V_m = \text{maximum catalytic capacity of Rubisco \ (mol m}^{-2} s^{-1})^{-1}; \quad c_i = \text{partial pressure of CO}_2 \text{ in leaf interior \ (Pa)}; \quad O_2 = \text{partial pressure of O}_2 \text{ in leaf interior \ (Pa)}; \quad \Gamma^* = \text{CO}_2 \text{ compensation point \ (Pa) = 0.5 O}_2/S; \quad S = \text{Rubisco specificity for CO}_2 \text{ relative to O}_2; \quad K_c = \text{Michaelis-Menten constant for CO}_2, \text{ (Pa)}; \quad K_o = \text{inhibition constant for O}_2, \text{ (Pa)}.
\]

Here \(V_m\) is given by the product of \(V_{max}\), a temperature-dependent function and a soil moisture stress function [see (C17)]. Term \(V_{max}\) is a physiological property of the leaf (or chloroplast) and is proportional to the Rubisco reserves of the leaf or chloroplast and thus its nitrogen content. Terms \(S, K_c,\) and \(K_o\) are all functions of temperature [see the appendix of Collatz et al. (1991) and (C17)].

The light-limited rate of assimilation \(w_s\) is given by
\[
w_s = (F_n \cdot n) \epsilon_4(1 - \omega_n) \left[ \frac{c_i - \Gamma^*}{c_i + 2\Gamma^*} \right], \quad \text{for } C_3, \quad (C3)
\]
\[
w_s = (F_n \cdot n) \epsilon_4(1 - \omega_n), \quad \text{for } C_4, \quad (C4)
\]
where
\[
F_n = \langle \text{vector flux of PAR incident on the leaf} \rangle \ (W \text{ m}^{-2}); \quad n = \langle \text{vector of leaf normal} \rangle; \quad w_s = \langle \text{light-limited rate of assimilation} \ (\text{mol m}^{-2} s^{-1}) \rangle; \quad \epsilon_4 = \langle \text{intrinsic quantum efficiency for CO}_2 \text{ uptake} \ (\text{mol mol}^{-1} \text{ or mol}) \rangle; \quad J^{-1} = \langle \text{C3, C4 photosynthesis, respectively} \rangle; \quad \omega_n = \langle \text{leaf-scattering coefficient for PAR} \ (\text{w} \equiv \omega) \rangle.
\]

A third limiting rate has been defined for C3 and C4 photosynthesis by Collatz et al. (1991, 1992), respectively: \(w_e\) is viewed as the capacity for the export or utilization of the products of photosynthesis in the case of C3 and as the CO2-limited capacity for C4 photosynthesis.

Here
\[
w_e = V_m/2, \quad \text{for } C_3, \quad (C5a)
\]
\[
w_e = 2 \cdot 10^4 V_m c_i/p, \quad \text{for } C_4, \quad (C5b)
\]
where

\[ p = \text{atmospheric pressure (Pa)}. \]

The simplest way to proceed is to assume that the assimilation rate is the minimum of \( w_c, w_e, \) and \( w_i \) (cf. Farquhar et al. 1980). However, observations indicate that the transition from one limiting rate to another is not abrupt and that coupling between the three processes leads to smooth curves rather than superpositioning of straight lines. Collatz et al. (1991) describe this effect by combining the rate terms into two quadratic equations, which are then solved for their smaller roots:

\[
\beta_{ce} w_c^2 - w_p (w_c + w_e) + w_e w_c = 0, \quad (C6a)
\]

\[
\beta_{pe} A^2 - A (w_p + w_i) + w_p w_i = 0, \quad (C6b)
\]

where

\[ A = \text{assimilation rate (mol m}^{-2} \text{s}^{-1}); \]
\[ \beta_{ce}, \beta_{pe} = \text{coupling coefficients;} \]
\[ w_c = \text{"smoothed" minimum of } w_c \text{ and } w_e \]
\[ \text{(mol m}^{-2} \text{s}^{-1}). \]

The coefficients \( \beta_{ce} \) and \( \beta_{pe} \) can theoretically range from 1 (no coupling effects) to 0. In nature, these coefficients assume values on the order of 0.8 to 0.99 (see Collatz et al. 1990; Sellers et al. 1992a).

Net assimilation, \( A_n \), is then given by

\[
A_n = A - R_d, \quad (C7)
\]

where

\[ R_d = \text{leaf respiration rate (mol m}^{-2} \text{s}^{-1}). \]

Collatz et al. (1991, 1992) scaled \( R_d \) to the leaf carboxylase content by

\[
R_d = f_d V_m, \quad (C8)
\]

where

\[ f_d = 0.015 \text{ for } C_3, \]
\[ = 0.025 \text{ for } C_4. \]

Collatz et al. (1991) went on to incorporate the above photosynthesis model with the Ball (1988) semi-empirical model for leaf stomatal conductance:

\[
g_s = m \frac{A_n}{c_i} h_s p + b, \quad (C9)
\]

where

\[ g_s = \text{stomatal conductance for water vapor (mol m}^{-2} \text{s}^{-1} \text{ or m s}^{-1}); \]
\[ m = \text{coefficient from observations,} \]
\[ \approx 9 \text{ for } C_3 \text{ plants,} \]
\[ \approx 4 \text{ for } C_4 \text{ plants,} \]
\[ \approx 6 \text{ for conifers;} \]
\[ b = \text{coefficient from observations (mol m}^{-2} \text{s}^{-1} \text{ or m s}^{-1}), \]
\[ \approx 0.01 \text{ for } C_3 \text{ plants,} \]
\[ \approx 0.04 \text{ for } C_4 \text{ plants;} \]
\[ h_s = \text{relative humidity at leaf surface;} \]
\[ c_i = \text{CO}_2 \text{ partial pressure at leaf surface (Pa);} \]
\[ p = \text{atmospheric pressure (Pa);} \]
\[ g_s = \text{m}^{-2} \text{s}^{-1} \]
\[ = 0.0224 \left( T/T_f \right) (p_o/p) g_s \text{ (mol m}^{-2} \text{s}^{-1}); \]
\[ p_o = \text{standard atmospheric pressure (Pa);} \]
\[ = 1.013 \times 10^5; \]
\[ T_f = \text{freezing temperature} = 273.16 \text{ K.} \]

The leaf surface environment variables \( h_s \) and \( c_i \) are given by (see Fig. 4)

\[
E_{ui} = g_i (e_s - e_a) \frac{p_c}{\gamma} = g_i (e_i - e_s) \frac{p_c}{\gamma}. \quad (C10a)
\]

We also see from Fig. 4 that

\[
h_s = \left[ \frac{e_s}{e_i} \right], \quad (C10b)
\]

\[
A_n = \frac{(c_a - c_s)}{p} 1.4 = \frac{(c_s - c_i)}{p} 1.6, \quad (C10c)
\]

where

\[ e_s, e_x, e_i = \text{water vapor partial pressure in the external air, at the leaf surface and inside the leaf (saturated), respectively (Pa);} \]
\[ e_i = e^*(T_e) \text{ (Pa);} \]
\[ c_p = \text{specific heat of air (J kg}^{-1} \text{K}^{-1}); \]
\[ \gamma = \text{Psychrometric constant (Pa K}^{-1}); \]
\[ g_i = \text{one sided leaf boundary layer conductance for water vapor (mol m}^{-2} \text{s}^{-1} \text{ or m s}^{-1}), \]
\[ = 1/(2 \delta), \text{ see Fig. 4;} \]
\[ E_u = \text{leaf transpiration rate (kg m}^{-2} \text{s}^{-1}); \]
\[ c_a, c_s = \text{carbon dioxide partial pressure in the external air and at the leaf surface, respectively (Pa);} \]
\[ 1.4, 1.6 = \text{factors to account for different diffusivities of } H_2O \text{ and } \text{CO}_2 \text{ in the leaf boundary layer and stomatal pores, respectively.} \]

The system is then closed by calculating the \( \text{CO}_2 \) partial pressure of the leaf interior:

\[
c_i = c_s - \frac{1.6 A_n}{g_s} p. \quad (C11)
\]

Sellers et al. (1992a) describe how the system of equations (C1) through (C11) can be solved for steady-state conditions, that is, assuming no biochemical or mechanical lags in stomatal function. The procedure requires up to five iterations through the equation set (see Fig. 4 of Sellers et al. 1992a) and is suitable for all off-line applications, especially when the timestep is longer than a few minutes. This method was incorporated in the off-line version of SiB2 distributed in late 1993. A more efficient solution method was developed for use within the GCM of Randall et al. (1996), which is based on a prognostic equation for leaf–canopy conductance, summarized in (9) and at the end of this appendix.
The equation set reviewed above is relevant to a single leaf with known physiology ($V_{\text{max}}$, $\epsilon$, $m$), physical properties ($\omega$, $C$, $\chi$), and forcing conditions ($T$, PAR, $e_0$, $u$). The next step is to integrate the equation set to describe canopy photosynthesis $A_c$ and conductance $g_c$.

The analysis and observations discussed earlier in this paper and in more detail in Sellers et al. (1992a) support the hypothesis that the depth-profile of leaf nitrogen $V_{\text{max}}$ and hence $V_m$, within the canopy are distributed according to the radiation-weighted, time-mean profile of PAR. For the PAR wavelength interval, a simple exponential description of radiation attenuation can be used to describe the profile of PAR and, in averaged form, the profile of $V_{\text{max}}$ (see Sellers 1985, 1987). Thus,

$$V_{\text{max},L} = V_{\text{max},0} e^{-\mu z},$$  
(C12)

$$F_{\mu,n} \approx F_{\mu,0} \left[ \frac{G(\mu)}{\mu} \right] e^{-\mu z},$$  
(C13)

$$\bar{k} = \left[ \frac{G(\mu)}{\mu} \right] [1 - \omega_n]^{1/2},$$  
(C14)

where

$V_{\text{max},L}$, $V_{\text{max},0}$ = value of $V_{\text{max}}$ at leaf area index (LAI) of $L$ and at the top of the canopy (LAI = 0), respectively (mol m$^{-2}$ s$^{-1}$);  
$F_{\mu,n}$, $F_{\mu,0}$ = value of PAR flux at LAI = $L$ and top of the canopy, respectively (W m$^{-2}$);  
$F_{\mu,n} = F_{\mu,b} + F_{\mu,d} (W m^{-2})$;  
$\bar{k}$ = time-mean radiation-weighted value of the PAR extinction coefficient.

Equation (C12) describes a time-mean profile of $V_{\text{max}}$, which can be assumed to be invariant over periods of a few days or weeks. The same time-mean profile is assumed for the instantaneous extinction of PAR in (C13), whereas in reality, this profile could change considerably over the course of a day. However, numerical experiments in Sellers et al. (1992a) showed that the simplifications inherent in (C13), that is, $F_{\mu,0} = F_{\mu,b} + F_{\mu,d}$ and $\bar{k} \approx \bar{k}$, do not generate large errors.

The equations for leaf-level photosynthesis and conductance can now be integrated over the depth of the canopy to yield bulk canopy values of $A_c$, $g_c$, $c_1$, and $h_i$. This is done by

(i) inserting (C12) into (C1), (C2), and (C5) via the $V_m = f(V_{\text{max}})$ relationship of (C7);
(ii) inserting (C13) into (C3) and (C4);
(iii) providing canopy-integrated values of $R_d$ (by integrating $V_m$ over the canopy depth) in (C8) and $g_1$, [by using 1/$r_g$, see (10), (15)]; and
(iv) assuming common or bulk values of $c_1$, $c_2$, and $h_i$.

Essentially, these substitutions relate the activity of all leaf layers in the canopy to the performance of the top leaves through the $e^{-\mu z}$ terms. When this is done and the resulting expressions are fed into (C6), all the terms are found to be the product of "top" leaf properties and PAR fluxes ($V_{\text{max},0}$, $F_{\mu,0}$), bulk canopy terms ($c_1$, $c_2$, $h_i$), and an $e^{-\mu z}$ term. To obtain estimates of $A_c$ and $g_c$, the $e^{-\mu z}$ term is removed and integrated separately over the depth of the canopy. If we now include the effects of vegetative clumping ($V < 1$) and the inclusion of nongreen material ($N < 1$), this gives

$$A_c = A_{n0} \int_0 \frac{VNe^{-\mu z}dL}{\bar{k}} = A_{n0} \Pi$$  
(C15)

$$\Pi = \frac{VN(1 - e^{-\mu z})}{-\bar{k}}$$

$$\Pi \approx \text{FPAR}/\bar{k}$$

$$A_{n0} = A_n \text{ for top green leaves}$$

$$g_c = m \frac{A_c}{c_S} h_{sp} + bL_T.$$  
(C16)

These expressions for $A_c$ and $g_c$, roughly correspond to their leaf-level analogs for the top leaves in the canopy multiplied by the canopy PAR use term, $\Pi$, which is taken as equal to FPAR/$\bar{k}$.

The replacement of individual leaf-level terms by bulk canopy terms or terms relating leaf performance to conditions at the top of the canopy can be done quite simply for (C1) through (C11), which are then solved to calculate $A_c$ and $g_c$ in the same way as was done for $A$ and $g$. The canopy transpiration rate $E_{c0}$ is obtained by modifying (C10a); replacement of $g_1$ by 1/(2$g_1$) and $g_i$ by $g$, converts $E_{c0}$ to $E_{ci}$. Sellers et al. (1992a) compared results from this greatly simplified bulk canopy approach, with results obtained from an equivalent multilayer numerical model capable of reproducing highly developed and variable profiles of PAR, $c_1$, $c_2$, and $h_i$. The values of $A_c$, $g_c$, and the bulk terms for $c_1$, $c_2$, $R_d$, and $h_i$ calculated by the two schemes were found to match closely under all but the most extreme and unrealistic conditions.

Equations (C1) through (C16) describe the transfers of CO$_2$ between the canopy interior CO$_2$ sink $c_1$ and the canopy air-space source $c_2$. When SiB2 is coupled with a GCM, $c_2$ is defined as a function of the CO$_2$ concentration at the reference height, $c_m$, the flux from the canopy, $A_c - R_d$, a respiration flux from the soil, $R_{soil}$, and the connecting resistances $r_c$, $r_s$, $r_h$, and $r_d$; see Fig. 2 and Table 4. In the absence of a soil-respiration formulation, $R_{soil}$ was set to zero in the Randall et al. (1996) GCM study.

Equations (C1) through (C11) include functions that describe the effects of temperature (through the expressions for $V_m$, $K_T$, $K_S$) and the stomatal closure response when exposed to dryer air through the $h_i$ term in (C9). Soil moisture stress is applied to the calculation of $V_m$ and hence $R_d$, $w_v$, and $w_s$ in (C6) and (C8) in a simple empirical way:

$$V_m = V_{\text{max},0} f_T(T_c) f_e(W_2).$$  
(C17)
\[ K_c = 30 f_r(T_c), \]
\[ K_0 = 30 \, 000 f_r(T_c), \]
\[ S = 2600 f_r(T_c), \]
\[ f_r(T_c) = \frac{2Q_1}{[1 + \exp[s_1(T_c - s_2)]}], \quad \text{for } C_3 V_m, \]
\[ = \frac{2Q_1}{[1 + \exp[s_1(T_c - s_3)]]} \times [1 + \exp[s_3(s_4 - T_c)]], \quad \text{for } C_4 V_m, \]
\[ = 2.1 Q_1, \quad \text{for } K_c, \]
\[ = 1.2 Q_1, \quad \text{for } K_0, \]
\[ = 0.57 Q_1, \quad \text{for } S, \]
\[ Q_1 = Q_{10} \text{ coefficient}, \]
\[ = (T_c - 298)/10, \]
\[ f_w(W_2) = 1/[1 + \exp(0.02(\psi_c - \psi_0))], \]
\[ c_c = \text{critical water potential (m)}, \]
\[ \psi_c = \text{root zone soil moisture potential (m)}, \]
\[ = \psi_0 W_2^{\frac{1}{2}}, \]
\[ \psi_s = \text{value of soil moisture potential at saturation (m)}, \]
\[ B = \text{empirical parameter}, \]
\[ s_t = \text{high and low temperature inhibition parameters}. \]

The soil moisture stress factor is also used to scale \( b \) in (C16).

In the \( C_3 \) model, a cold temperature inhibition term is applied to \( w_s \) in (C5). In the \( C_4 \) model, it is applied directly to \( V_{\text{max}} \) in (C17). Some of the temperature inhibition parameters depend on vegetation type (see Sellers et al. 1996). The parameters \( \psi_c \) and \( B \) are dependent on soil type and are discussed in more detail in section 8 and in Sellers et al. (1996).

\[ A_c, f g_c = |V_{\text{max}}|, F_0 |B_1, \ldots, B_6| \bar{\Pi}, \]
\[ w_c = V_m \bar{\Pi} B_1, \]
\[ w_e = F_m \bar{\Pi} B_2, \]
\[ w_s = V_m \bar{\Pi} B_3, \]
\[ R_D = V_m \bar{\Pi} B_4, \]
\[ A_c = A_m \bar{\Pi} B_5 = f(w_c, w_e, w_s) - R_D, \]
\[ g_c = A_n \Pi B_c, \] (C24)
\[ \Pi = \text{FPAR}/\bar{k} = \text{VN}[1 - \exp(-\bar{k} L / V)]/\bar{k}, \] (C25)

where
\[ B_1 = \left[ \frac{c_l - \Gamma^*}{c_l + K_c[1 + O_c/K_c]} \right], \quad \text{for } C_3, \]
\[ = 1, \quad \text{for } C_4, \]
\[ B_2 = \left[ \frac{G \mu}{\mu} \right] (1 - \omega_e) c_3, \quad \left[ \frac{c_l - \Gamma^*}{c_l + 2 \Gamma^*} \right], \quad \text{for } C_3, \]
\[ = \left[ \frac{G \mu}{\mu} \right] (1 - \omega_e) c_4, \quad \text{for } C_4, \]
\[ B_3 = 0.5, \quad \text{for } C_3, \]
\[ = 2 \times 10^4 c_l / p, \quad \text{for } C_4, \]
\[ B_4 = f_a, \]
\[ B_5 = 1.0, \]
\[ B_6 = m h p / c_s. \]

The leaf-scale variables in section 7 and in (C11) through (C11) have been replaced by canopy-scale variables, denoted by capital subscripts, in the equation set above (see Sellers et al. 1992a).

\[ \text{c. Time-stepping scheme for canopy conductance, } g_c \]

The physiological processes that determine \( A_c \) and \( g_c \) do not respond instantaneously to perturbations in the driving variables. Photosynthesis usually approaches steady state within a minute for a step change in conditions, while stomatal conductances take several minutes to reach steady state. The current CSU GCM implementation of SIB2 operates at a time step on the order of minutes, which means that \( A_c \) requires a numerical solution for steady state (see section 7a), while \( g_c \) is more realistically modeled as lagging behind the steady state for a time step. The lag in stomatal response is modeled as a simple restricted growth process:
\[ \frac{\partial g_c}{\partial t} = -k_g(g_c - g_{\text{out}}), \] (C26)

\[ k_g = \text{time constant for stomatal response}, \]
\[ = 0.00113 \, \text{s}^{-1}, \]
\[ g_{\text{out}} = g_c \text{ as } t \to \infty, \]
\[ = m A_c / c_s h p + b. \]

The solution to this equation is
\[ g_c = e^{-k_g t} g_c + (1 - e^{-k_g t}) g_{\text{out}} \]
\[ g_{\text{in}} = g_c \text{ at } t = 0. \] (C27)
The change in $g_c$ over the time step $\Delta t$ is then defined as
\[ \Delta g_c = g_c - g_{c0} = (1 - e^{-k_d \Delta t})(g_{csw} - g_{c0}). \]  
(C28)

APPENDIX D

Precipitation and Interception Loss

In SiB2, we assume that the convective rainfall amount is spatially distributed, as shown in Fig. 5 and as given by
\[ I_c(x) = a_c e^{-b_i x} + c_c, \]  
(D1)

where
\[ I_c(x) = \text{relative amount of convective precipitation as a function of fractional area of grid area } x, \ (0 < x < 1), \ \text{falling within the time step}; \]
\[ a_c, b_i, c_c = \text{constants (see Fig. 5)}, \]
\[ = 20, 20, 0.206 \times 10^{-8}, \ \text{respectively}. \]

The constants $a_c, b_i, c_c$ were obtained by comparison with the data of Ruprecht and Gray (1976) and are normalized so that
\[ \int_0^1 I_c(x) dx = 1. \]  
(D2)

Equation (D1) can be rewritten (with subscript "i") to represent large-scale spatially uniform precipitation by use of the coefficients $a_i = 0.0001$, $b_i = 20$, and $c_i = 0.9999$, which means that in the interval $0 < x < 1$, $I_i(x) \approx 1$. Both types of precipitation (most models can produce both types simultaneously) can then be combined to give a single area-amount function by
\[ PI(x) = (P_c a_c + P_i a_i) e^{-b_i x} + (P_c c_c + P_i c_i), \]  
(D3)

where
\[ P = \text{total precipitation during a time step (m)}, \]
\[ = P_c + P_i, \]
\[ P_c, P_i = \text{convective, large-scale rainfall during a time step, respectively (m)}. \]

Term $PI(x)$ is a total amount distribution which can be used to calculate throughfall rates and infiltration excess.

The direct throughfall component, the rainfall that falls through the gaps in the canopy, is calculated by a modification of the radiation formulation:
\[ D_d = \delta_p P, \]  
(D4)

where
\[ D_d = \text{direct throughfall (m)}; \]
\[ \delta_p = \text{canopy throughfall coefficient}, \]
\[ = 1 - V + V e^{-K_p \mu}, \]
\[ K_p = \text{extinction coefficient for rainfall, same as for a vertical beam of radiation}; \]
\[ = G(\mu)/\mu, \ \mu = 1. \]

The rainfall intercepted, but not necessarily retained, by the canopy is then given by $P - D_d$. The proportion of the grid area for which the canopy has intercepted enough rainfall to equal or exceed its saturation limit $x$, is given by the solution to
\[ PI(x) = S_c - M_{cs} - M_{csw}, \]  
(D5)

where
\[ S_c = \text{canopy storage limit (m)}, \]
\[ = 0.0001 L_t. \]

Figure 5b shows how the precipitation area-amount function is added to the water or snow already stored on the canopy (which is assumed to be uniformly distributed at the beginning of the time step) and shows how $x$ relates to $S_c$. Combining (D5) with (D3), we have
\[ x_r = \frac{-1}{b} \log \left( \frac{S_c - M_{cs} - M_{csw} - c_p}{a_p (1 - \delta_p) P - a_p} \right), \]  
(D6)

where
\[ a_p = (P_c a_c + P_i a_i)/P \] and so forth for $c_p$. Reference to Fig. 5b shows the physical significance of $x_r$ and how it is used to calculate the canopy drainage term $D_c$,
\[ D_c = \int_0^{x_r} PI(x) dx - (S_c - M_{cs} - M_{csw}) x_r \]
\[ = P(1 - \delta_p) \frac{a_p}{b} (1 - e^{-b_i x_r}) + c_p x_r \]
\[ - (S_c - M_{cs} - M_{csw}) x_r, \]  
(D7)

The additional amount of water remaining on the canopy, that is, available for direct evaporation (interception loss) is given by
\[ \Delta M_{cs,w} = P - D_c - D_d \]  
(D8)

$\Delta M_{cs,w}$ = change in canopy water storage amount (m).

From then on, the intercepted water is assumed to be uniformly spread over the vegetation canopy, which is clearly inconsistent with the representation shown in Fig. 5. However, we can assume that the resulting errors are small since the nonuniformity of intercepted precipitation will only determine the timing of evaporation loss unless convective storms are immensely concentrated in time and space.

The ground is assumed to have a surface “puddle” storage with a maximum liquid capacity $S_g$ of 0.2 mm for $M_{sw}$ and no upper limit for snow storage $M_{tw}$. A similar calculation to that shown in (D1) through (D8) is performed so that an effective precipitation rate reaches the soil surface (i.e., when $S_g$ is exceeded by $M_{sw}$).

With very heavy rainfall, the local infiltration capacity of the soil can be “beaten” by the rainfall rate and (infiltration excess) overland flow can be generated.
For the sake of simplicity, we assume the same area-amount relationship for the rainfall (in fact, this would have been distorted by interception in the canopy, etc.). The soil hydraulic conductivity for the surface layer is used to calculate a water absorption rate for the top soil layer:

\[ P_{W_i}(\text{max}) = K, \quad (D9) \]

where

\[ P_{W_i}(\text{max}) = \text{input rate of liquid precipitation that soil can absorb during the time step (m s}^{-1}), \]

\[ K = \text{soil hydraulic conductivity (m s}^{-1}). \]

The fraction of the grid area giving rise to infiltration excess is then calculated by solving for \( I(x_i) \) in

\[ D_i I(x_i) = P_{W_i}(\text{max}), \quad (D10) \]

where

\[ D_i = \text{amount of throughfall and vegetation drainage reaching the soil surface (m)}, \]
\[ = D_c + D_d. \]

The infiltration excess runoff rate, \( R_{01} \), is then given by

\[ R_{01} = \int_0^1 D_i I(x_i) dx - K, \quad (D11) \]

where the term inside the integral is similar to that in (D7).

When snow falls, equations (D2) through (D8) are used with the adjustment that all convective precipitation is added to and treated like large-scale rainfall in (D3). Equations (D9) through (D11) are not used; that is, the snow can build up and fall off the vegetation (when \( M_{sv} > S_c \)) but accumulates on (and does not run off until melted) the ground.

Once the precipitation has been intercepted by the canopy or ground, some calculations must be made to take account of possible phase changes. The canopy moisture stores \( M_{sv} \) or \( M_{ea} \) and the canopy itself are at a specified temperature \( T_c \) prior to the interception of precipitation at temperature \( T_m \).

The equation used to calculate the change in canopy temperature due to interception \( \Delta T_c \) is given by

\[ T_c C_m + T_m \Delta C_m = (T_c + \Delta T_c) \times (C_m + \Delta C_m) + \epsilon_c \rho_w, \quad (D12) \]

where

\[ C_m = \text{specific heat of canopy (leaves plus } M_{cw(s)} \text{ prior to interception),} \]
\[ = (M_{cw} + M_{ea}) C_w + L_T C_L; \]
\[ C_w = \text{specific heat of water (J kg}^{-1} \text{ K}^{-1}); \]
\[ C_L = \text{specific heat of foliage (J kg}^{-1} \text{ K}^{-1}), \]
\[ \approx 0.1 L_T C_w; \]
\[ \Delta C_m = \text{change in canopy specific heat due to interception (J kg}^{-1} \text{ K}^{-1}); \]
\[ = (P - D_c - D_d) C_w \text{ (J kg}^{-1}); \]
\[ \epsilon_c = \text{energy released or absorbed by phase changes (J m}^{-2}); \]
\[ \rho_w = \text{density of water (1000 kg m}^{-3}). \]

In (D12) the \( \epsilon_c/\rho_w \) term incorporates the units change from meters, used for precipitation interception, to kilograms, used for energy exchange calculations. If \( T_c \) and \( T_m \) are on either side of \( T_f \) (freezing temperature) at the beginning of the time step, some phase change is inevitable. Equation (D12) is used to determine the energy available for melting or freezing the canopy water–snow store or intercepted precipitation, along with the change in \( \Delta T_c \).

The temperature and phase changes of the snow-covered ground are calculated by balancing the left-hand side (before interception) with the right-hand side (after interception) of (D13):

\[ T_m(D_c + D_d) C_w + T_{snow} \min(0.05, M_{gs}) C_w + C_d A_s \]
\[ + T_c C_d (1 - A_s) = (T_{snow} + \Delta T_{snow}) + (T_s + \Delta T_{gs}) \]
\[ \times (1 - A_s - \Delta A_s) C_d + \epsilon_s \rho_s \min(0.05, M_{gs}) C_w \]
\[ + \Delta M_{gs} C_w + C_d (A_s + \Delta A_s), \quad (D13) \]

where

\[ A_s = \text{snow covered area}; \]
\[ a_s = 13.2 \text{ (m}^{-1}); \]
\[ \Delta A_s = a_s \Delta M_{gs}, 0 < A_s + \Delta A_s < 1; \]
\[ \epsilon_s = \text{energy due to phase changes (J kg}^{-1} \text{ m}^{-1}); \]
\[ C_d = \text{effective heat capacity of snow-free soil (J m}^{-1} \text{ K}^{-1}). \]

APPENDIX E

Soil Thermal Properties

Soil thermal properties are defined after Camillo and Schmugge (1981):

\[ H_s = \left[ \frac{1.5(1 - \theta_s) + 1.3\theta_s W_1}{0.75 + 0.65 \theta_s - 0.4\theta_s W_1} \right] 0.4186, \quad (E1) \]

\[ C_{soil} = [0.5(1 - \theta_s) + \theta_s W_1] 0.4186 \times 10^{-7}, \quad (E2) \]

\[ C_s = 0.5 \left( \frac{H_s C_{soil} \tau_d}{\pi} \right)^{1/2} + \min(0.05, (M_{gs} + M_{gw})) C_w, \quad (E3) \]

where

\[ W_1 = \text{surface soil layer wetness}; \]
\[ \theta_s = \text{soil porosity}; \]
\[ H_s = \text{soil thermal conductivity (W m}^{-1} \text{ K}^{-1}); \]
\[ C_{soil} = \text{soil specific heat (J m}^{-1} \text{ K}^{-1}); \]
\[ C_s = \text{effective heat capacity of surface (diurnally-responsive) soil layer and snow (J m}^{-2} \text{ K}^{-1}); \]
\[ C_w = \text{specific heat of water (J kg}^{-1}); \]
\[ \tau_d = \text{daylength (s)}. \]
Here

\[ C_d = 0.5 \left( \frac{H C_{\text{soil, } T_s}}{T} \right)^{1/2} \]  \hspace{1cm} (E4)

where

\[ C_d = \text{effective heat capacity of snow-free soil,} \]
\[ (J \text{ m}^{-2} \text{ K}^{-1}) \]

Note that the effective soil heat capacity for the upper (diurnally responsive) soil layer takes some account of snow accumulation [see (E3)]. Conduction of heat from the upper layer to the deeper (seasonally responsive) soil layer is a function of soil properties only [see (E4) and (2) and (3) in Table 3]. This modification of the Deardorff (1977) force-restore formulation is very crude and does not realistically describe the insulating effects of snow. We intend to replace this part of the model with a multilayer soil heat and moisture flux model, with a separate layer for snow, in the near future.

The canopy specific heat, \( C_c \), is simply estimated by

\[ C_c = 0.0001 L_T C_w, \]  \hspace{1cm} (E5)

where

\[ L_T = \text{total leaf area index.} \]
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