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ABSTRACT

In 2001, the authors presented a higher-order mass-flux model called “assumed distributions with higher-order closure” (ADHOC 1), which represents the large eddies of the planetary boundary layer (PBL) in terms of an assumed joint distribution of the vertical velocity and scalars. In a subsequent version (ADHOC 2) the authors incorporated vertical momentum fluxes and second moments involving pressure perturbations into the framework. These versions of ADHOC, as well as all other higher-order closure models, are not suitable for use in large-scale models because of the high vertical and temporal resolution that is required. This high resolution is needed mainly because higher-order closure (HOC) models must resolve discontinuities at the PBL top, which can occur anywhere on a model’s Eulerian vertical grid. This paper reports the development of ADHOC 3, in which the computational cost of the model is reduced by introducing the PBL depth as an explicit prognostic variable. ADHOC 3 uses a stretched vertical coordinate that is attached to the PBL top. The discontinuous jumps at the PBL top are “hidden” in the layer edge that represents the PBL top. This new HOC model can use much coarser vertical resolution and a longer time step and is thus suitable for use in large-scale models. To predict the PBL depth, an entrainment parameterization is needed. In the development of the model, the authors have been led to a new view of the old problem of entrainment parameterization. The relatively detailed information available in the HOC model is used to parameterize the entrainment rate. The present approach thus borrows ideas from mixed-layer modeling to create a new, more economical type of HOC model that is better suited for use as a parameterization in large-scale models.

1. Introduction

Large-eddy simulation (LES) is the most physically complete approach to simulation of the planetary boundary layer (PBL) and cumulus convection, but it is currently much too expensive for use in large-scale models.

Less expensive approaches include mixed-layer models (e.g., Lilly 1968; Ball 1960), in which conservative variables are assumed independent with height inside the PBL, but “jumps” or near-discontinuities of these same variables are permitted at the PBL top. The depth of the PBL is introduced as an explicit model variable, usually determined with a prognostic equation involving the rate of turbulent entrainment across the PBL top. Mixed-layer models have been used as PBL parameterizations in large-scale models (e.g., Deardorff 1972; Randall 1976; Suarez et al. 1983; Randall et al. 1985; Medeiros et al. 2005). A problem with mixed-layer models is that the PBL is often not well mixed, especially at night.

Higher-order closure (HOC) has also been proposed for use in parameterization of the PBL in large-scale models (e.g., Mellor and Yamada 1974; Miyakoda and Sirutis 1977). Even the simplest HOC models represent PBL processes in considerably more detail than mixed-layer models. In particular, HOC models are capable of predicting the internal vertical structure of the PBL. They are also capable of representing a shallow cumulus layer. HOC models determine the PBL depth implicitly, as the level above which the turbulence intensity is negligible. In practice, HOC models need vertical grid spacings on the order of 50 m or less, with correspondingly short time steps. The high vertical resolution is needed mainly because HOC models must resolve the important jumps at the PBL top, which can occur anywhere on a model’s Eulerian vertical grid. Partly for this reason, HOC models have not been extensively used as parameterizations for large-scale models.

In this paper, we report the development of a new kind of HOC model in which the PBL top is explicitly predicted, as in a mixed-layer model. We also permit discontinuities at the PBL top, as in a mixed-layer model. Instead of the height coordinate that was used in earlier...
versions of our model—called “assumed distributions with higher-order closure” (ADHOC)—our new approach follows Konor et al. (2009) by using a stretched vertical coordinate that is attached to the PBL top and that provides a fixed number of layers within the PBL, regardless of the depth of the PBL. The discontinuous jumps are “hidden” in the layer edge that represents the PBL top. Because the interior structure of the PBL is vertically smooth, our new HOC model can use much coarser vertical resolution inside the PBL, and a longer time step, relative to a conventional HOC model. To predict the PBL depth, an entrainment parameterization is needed, but it can make use of the relatively detailed information available in the HOC model. Our approach thus borrows ideas from mixed-layer modeling to create a new, more economical type of HOC model that is better suited for use as a parameterization in large-scale models.

This practical objective is not the only point of our study, however. In the development of the model, we have been led to a new view of the old problem of entrainment parameterization.

The particular approach that we take to HOC makes use of assumed distributions, which is reflected in the model name (Lappen and Randall 2001a,b,c; hereafter, LRa, LRb, and LRc; the three conjointly are cited as LRabc). The use of assumed distributions can be considered to have originated with the work of Sommeria and Deardorff (1977) and Mellor (1977). They assumed a joint Gaussian distribution for fluctuations of total water mixing ratio $q_t$ and liquid water potential temperature $\theta_l$ on a constant height surface. Using this assumed joint distribution, they were able to compute the fractional cloudiness in a turbulent layer, using as input the means, variances, and covariance of $q_t$ and $\theta_l$.

Randall (1987) extended this approach by introducing assumed three-way joint distributions of $q_t$, $\theta_l$, and the vertical velocity $w$. This generalization permitted diagnosis of the vertical fluxes of $q_t$ and $\theta_l$ as well as the fractional cloudiness. The idea was worked out much more completely, and extensively tested, by LRabc, who described the first version of ADHOC.

ADHOC 1 addressed only scalar transports. In more recent work, we have described ADHOC 2, which incorporates vertical fluxes of horizontal momentum and also second moments involving the pressure (Lappen and Randall 2005, 2006).

This paper reports the development of ADHOC 3, in which, as described above, we reduce the computational cost of the model by introducing the PBL depth as an explicit, prognostic variable. Jumps are allowed at the PBL top. The internal vertical structure of the PBL is resolved, although it is our intention to do this with just a few discrete layers. We use a stretched vertical coordinate that is attached to the PBL top, as in the model of Suarez et al. (1983). Konor et al. (2009) have recently demonstrated the potential of such a multilevel bulk approach, although they used very simple parameterizations of the turbulent fluxes and the entrainment rate. ADHOC 3 is suitable for use as a PBL parameterization in the model of Konor et al. (2009).

Section 2 of this paper gives a description of ADHOC 3, including the stretched vertical coordinate and the boundary conditions at the PBL top. The vertically discrete version is explained in the appendix. Section 3 presents our entrainment parameterization, including the results of tests against various standard cases. Section 4 discusses the sensitivity of the model to vertical resolution within the PBL. Section 5 gives a summary and conclusions.

2. ADHOC 3

a. Basics

ADHOC was developed in the late 1990s by combining higher-order closure and mass-flux closure (MFC) into a unified framework (LRabc; Randall et al. 1992). At that time (and still to a large extent), large-scale models use separate schemes for the PBL and for shallow and deep convection. ADHOC attempts to bridge the gaps separating these schemes and provide a single set of equations that will be useful for the parameterization of both the PBL and shallow cumulus convection, in a unified framework.

ADHOC makes use of an assumed joint probability distribution function (PDF) as its base distribution. We chose to use a top-hat PDF for simplicity. To diagnose the parameters of this PDF as applied to the vertical velocity, it suffices to know the first three moments of the vertical velocity, and all the vertical fluxes. All of the parameters of the distribution can be determined from the predicted moments; thereafter, the joint distribution is effectively known, and so any and all moments can be constructed as needed. In this way, the usual closure problem of “higher moments” is avoided.

In principle, ADHOC can use any simple probability distribution function (PDF) as its base distribution. We chose to use a top-hat PDF for simplicity. To diagnose the parameters of this PDF as applied to the vertical velocity, it suffices to know the first three moments of the vertical velocity (i.e., $\bar{w}$, $\bar{w}^2$, and $\bar{w}^3$; see LRa). Randall et al. (1992) showed that the updraft area fraction (uaf) and the convective mass flux ($M_c$) can be diagnosed if these three moments of the vertical velocity are known. These relationships are
uaf = \frac{1}{2} - \frac{S_w}{2\sqrt{4 + S_w^2}} \tag{2.1}

and

\[ M_c = \frac{b \sqrt{w'w'}}{\sqrt{4 + S_w^2}} \tag{2.2} \]

where \( S_w = \frac{w'w'w'}{(w'w')^{3/2}} \) is the vertical velocity skewness.

In ADHOC, we predict \( w'w' \) and \( w'w'w' \). We can then diagnose uaf and \( M_c \) using Eqs. (2.1) and (2.2). The prognostic equations that we use for \( w'w' \) and \( w'w'w' \) are the usual HOC equations for these moments, as applied specifically to the top-hat PDF (see LRa; de Roode et al. 2000). We can write the top-hat formulas for these moments as

\[ w'w' = uaf(1 - uaf)(w_{up} - w_{dn})^2 \tag{2.3} \]

and

\[ w'w'w' = uaf(1 - uaf)(1 - 2uaf)(w_{up} - w_{dn})^3 \tag{2.4} \]

where \( w_{up}(w_{dn}) \) is the vertical velocity in the updraft (downdraft). In addition, we can write the vertical flux of a quantity \( \psi \) as

\[ w'\psi' = uaf(1 - uaf)(w_{up} - w_{dn})(\psi_{up} - \psi_{dn}). \tag{2.5} \]

In ADHOC, we predict these vertical fluxes, as well as the mean value of \( \psi \). This enables us to diagnose the updraft and downdraft values of \( \psi \), as well as all moments involving \( \psi \) and/or the vertical velocity.

A HOC equation can be used to predict each of the moments on the left-hand side of Eqs. (2.3)–(2.5) and a mass-flux equation predicting each of the quantities on the right-hand side of Eqs. (2.3)–(2.5). If we require that these two sets of equations to be consistent with each other, we obtain a single system of equations that combines mass flux and HOC.

An issue with this approach is that the mass-flux formulas given by Eqs. (2.3)–(2.5) do not give 100% of the true variance and/or covariance (Businger and Oncley 1990; Young 1988; Wyngaard and Moeng 1992; Wang and Stevens 2000; de Laat and Duynkerke 1998) because the mass-flux quantities only represent the large eddies, while the ensemble-averaged moments are supposed to represent all scales of motion. As recommended by Petersen et al. (1999), we use a subplume-scale model in ADHOC to represent the smaller scales of motion not represented by the mass-flux formulas. Thus, we force consistency between the HOC and mass-flux moments by summing the subplume scale and the mass-flux scale contributions to the higher moments (see LRb).

**b. Stretched vertical coordinate**

The often observed sharp jumps at the PBL top can be directly resolved only through the use of very high vertical resolution. In large-scale models, such high resolution is unacceptably expensive. One way around this problem is to use a vertical coordinate in which the PBL top is a coordinate surface (Suarez et al. 1983; Randall et al. 1985; Konor and Arakawa 1997; Medeiros et al. 2005; Konor et al. 2009; Kasahara 1974). In such a model, the inversion height is known and thus not as much resolution is needed.

Following Suarez et al. (1983), our \( \sigma \) coordinate is defined by

\[ \sigma = 1 + \frac{p - p_B}{\pi} \quad \text{in the PBL} \tag{2.6} \]

and

\[ \sigma = \frac{p - p_T}{p_B - p_T} \quad \text{above the PBL}, \tag{2.7} \]

where \( p \) is the pressure; \( \pi = p_S - p_B \) is the pressure thickness of the PBL; and the subscripts \( T, B, \) and \( S \) refer to the top of the atmosphere, the top of the PBL, and the surface, respectively. Using these definitions, \( \sigma = 2 \) at the surface, \( \sigma = 1 \) at the PBL top, and \( \sigma = 0 \) at the top of the atmosphere. The “jump layer” at the PBL top is bounded below by level \( B \) and above by level \( B^+ \). (See Fig. A1.) Discontinuities are hidden in the layer edge at the PBL top. Discontinuous fields include both the mean state (e.g., the mean temperature changes discontinuously upward) and higher moments (e.g., the turbulent fluxes that affect mean-state variables decrease upward discontinuously to zero across the PBL top). Above level \( B^+ \), all turbulent fluctuations are assumed to vanish.

We start with the flux-form conservation equation for an arbitrary scalar, \( A \):

\[ \frac{\partial (\pi A)}{\partial t} + \nabla \cdot (\pi \mathbf{v} A) + \frac{\partial (\pi \sigma A)}{\partial \sigma} = g \frac{\partial F_A}{\partial \sigma} + \pi S_A. \tag{2.8} \]

Here \( F_A \) is the turbulent flux of \( A \), and \( S_A \) represents any sources or sinks of \( A \) per unit mass. We have neglected, for simplicity, the effects of deep cumulus clouds. For \( A = 1 \), (2.8) reduces to the continuity equation:
\[
\frac{\partial \pi}{\partial t} + \nabla \cdot (\pi \mathbf{v}) + \frac{\partial (\pi \mathbf{\sigma})}{\partial \sigma} = 0. \quad (2.9)
\]

If we integrate Eq. (2.9) over all PBL layers and use the boundary condition that no mass crosses the earth’s surface—that is, \((\pi \mathbf{\sigma})_S = 0\)—we obtain

\[
\frac{\partial \pi}{\partial t} + \nabla \cdot \left( \int_S^B \pi \mathbf{v} \, d\sigma \right) = (\pi \mathbf{\sigma})_B. \quad (2.10)
\]

The mass flux across the PBL top, \((\pi \mathbf{\sigma})_B\), consists of downward turbulent entrainment, so that

\[
(\pi \mathbf{\sigma})_B = gE. \quad (2.11)
\]

Suppose that \((\pi \mathbf{\sigma})_B\) has been determined by using an entrainment parameterization on the right-hand side of (2.11). Then (2.10) determines \(\partial \pi / \partial t\); that is, we can predict the pressure thickness of the PBL. In addition, \(\partial \pi / \partial t\) from (2.10) can be substituted back into (2.9) to obtain \(\pi \mathbf{\sigma}\) as a function of height throughout the depth of the PBL. We can then “vertically advect” an arbitrary quantity within the PBL, as required in (2.8). This is the approach used by Konor et al. (2009). For more details, see the appendix.

To express conservation of mass in the infinitesimal layer at the PBL top, following Lilly (1968), we integrate (2.8) across the PBL top, and use Liebnitz’s rule, to obtain

\[
-\Delta(\pi \mathbf{\sigma} A) = g(F_A)_B + \pi \int_{S_{eA}}^{S_A} S_A \, d\sigma, \quad (2.12)
\]

where \(\Delta(\cdot) = (\cdot)_{z_B} - (\cdot)_{z_e}\) is the jump in \(A\). Here we have used our assumption that \(F_A\) vanishes above the PBL top. For the special case \(A = 1\), (2.12) reduces to

\[
\Delta(\pi \mathbf{\sigma}) = 0. \quad (2.13)
\]

Using (2.11) and (2.13), and hydrostatics, we can rewrite (2.12) as

\[
-\varepsilon A = (F_A)_B + \int_{z_e}^{z_B} \rho S_A \, dz. \quad (2.14)
\]

This equation can be used to determine \((F_A)_B\) if the entrainment rate and \(\int_{z_e}^{z_B} \rho S_A \, dz\) are known. It is important to note that because the range of integration is very small, the source term on the right-hand side (2.14) is negligible unless \(S_A\) is very large at the PBL top, as in the case of concentrated radiative cooling at a cloud top (Lilly 1968).

### 3. Entrainment parameterization

Entrainment has been one of the more challenging issues in PBL modeling over the last 40 years. Dozens of papers describe parameterizations for entrainment in cloud-topped, smoke-filled, and clear convective boundary layers (see the review by Stevens 2002). In general, when the turbulence is stronger, the entrainment rate is more rapid. Entrainment is usually a self-limiting process, however, because it brings warmer, drier air down into the PBL. This produces a negative buoyancy flux, weakening the turbulence that drives the entrainment.

In this section, we present a new entrainment parameterization derived by applying the HOC equations at the PBL top. We test the model using data from the Wangara experiment (Clark et al. 1971; André et al. 1978), a smoke cloud case (Bretherton et al. 1999), an idealized case with cloud-top entrainment instability (CTEI; Yamaguchi and Randall 2008, hereafter YR08), a marine stratocumulus (MSC) case [the Second Dynamics and Chemistry of Marine Stratocumulus field study (DYCOMS II) case RF01; Stevens et al. 2003], and LES results from the System for Atmospheric Modeling (SAM; Khairoutdinov and Randall 2003).

We parameterize the entrainment rate by considering the budget of \(w'w'\) and \(w'w''\) in the vicinity of the PBL top. As discussed below, it emerges that the key term in the equation for \(w'w'\) is the divergence of the flux due to \(w'w''\). When \(w'w''\) is positive (upward) at the PBL top, as in clear convective and shallow cumulus layers, narrow, intense updrafts impinge on the inversion base, supplying energy that can be used for entrainment. When \(w'w''\) is negative at the PBL top, as in stratocumulus layers, narrow, intense downdrafts drain energy away from the inversion base, inhibiting entrainment.

The previous versions of ADHOC have predicted the second and third moments of the vertical velocity \((w'w'\) and \(w'w''\)). ADHOC 3 is no exception. We predict these moments using Eq. (2.8) with \(A = w'w' (F_A = \rho w'w'w')\) and \(A = w'w'' (F_A = \rho w'w'w'')\), respectively. For the PBL top jump layer, we use Eq. (2.14) to write

\[
Ew'w' = \rho w'w' + \int_{z_e}^{z_B} \rho S_{w'w'} \, dz \quad (3.1)
\]

and

\[
Ew'w'' = \rho w'w'' + \int_{z_e}^{z_B} \rho S_{w'w''} \, dz. \quad (3.2)
\]

Here we have used our assumption that all turbulent fluctuations vanish above the PBL top. In Eqs. (3.1) and (3.2).
\[ \rho w'w_B = \frac{2g}{C_p T_0} \rho wsw_v^* + P_{\text{w'w'}} - M_e \left( \frac{C_E}{L_{\text{dn}}} + \frac{C_D}{L_{\text{up}}} \right) w'w' \]  
(3.3)

and

\[ \rho w'w_B = \frac{2g}{C_p T_0} \rho wsw_v^* \frac{w'w'}{w'w'} + P_{\text{w'w'}} - M_e \left( \frac{C_E}{L_{\text{dn}}} + \frac{C_D}{L_{\text{up}}} \right) w'w'. \]  
(3.4)

where \( C_p \) is the specific heat of air at constant pressure, \( T_0 \) is a reference temperature, \( L_{\text{dn}}(L_{\text{up}}) \) is the downward (upward) turbulent length scale, \( P_{\text{w'w'}} \) and \( P_{\text{w'w'}} \) are the pressure terms, and \( M_e \) is the convective mass flux defined by Eq. (2.2). The last term on the right-hand side of Eqs. (3.3) and (3.4) represents the effects of dissipation, in which \( C_E \) and \( C_D \) are constants defined in LRb. In Eq. (3.4), we have also used the ADHOC relation

\[ \frac{w'w_s'}{w'w'} = \frac{w'w'}{w'w'} \]  
(3.5)

We now rewrite Eqs. (3.1) and (3.2) respectively as

\[ \overline{w'w_B} = \rho \overline{w'w_B} + \int_{z_B}^{z_e} \frac{2g}{C_p T_0} \rho \overline{wsw_v^*} \ dz \]  
(3.6)

and

\[ \overline{w'w_B} = \rho \overline{w'w_B} + \int_{z_B}^{z_e} \frac{g}{C_p T_0} \rho \overline{wsw_v^*} \ dz. \]  
(3.7)

In Eqs. (3.6) and (3.7), we have neglected the effects of dissipation and the pressure terms in the inversion jump layer. The LES results shown in Fig. 1 justify this simplifying assumption. In the yellow shaded area of this figure, the two dominant terms are the transport and the buoyancy. Directly below the thin inversion layer, pressure assumes a more important role. The dissipation has a small role in the budget, but only below the inversion layer.

The virtual dry static energy flux at the inversion base, \( \overline{w'w_B} \), is determined by the entrainment rate and the strength of possible radiative cooling concentrated at the top of the PBL (e.g., Lilly 1968). The entrainment term takes different forms depending on whether or not the upper portion of the PBL contains cloud. In general, we can write

\[ \rho \overline{wsw_v^*} = -E \Delta \tau + C_R \Delta R, \]  
(3.8)

where \( \Delta R \) is the radiative flux jump across the PBL top when cloud (or smoke cloud) is present, and the form of \( \Delta \tau \) varies depending on the presence or absence of cloud (or smoke cloud), as first pointed out by Lilly (1968). Note that \( C_R \) is equal to either 1 or 0 depending on whether or not a cloud is present.

Using Eq. (3.8), we can rewrite Eq. (3.6) as

\[ \overline{w'w_B} = \rho \overline{w'w_B} + \frac{2g \delta z}{C_p T_0} (-E \Delta \tau + C_R \Delta R \Delta R). \]  
(3.9)

where \( \delta z \) is a depth scale (discussed below). Solving for \( \overline{w'w_B} \), we get

\[ \rho w'w_B = E(w'w_B + B) - 2g \frac{\delta z}{C_p T_0} C_R \Delta R, \]  
(3.10)

where \( B = \frac{2g \delta z}{C_p T_0} \Delta \tau \) is the buoyancy term at level \( B \) (PBL top).

Similarly, substituting Eq. (3.8) into Eq. (3.7) and solving for \( \overline{w'w_B} \), we get
If we now set Eq. (3.10) equal to Eq. (3.11), we have two unknowns \( E \) and \( w_B \). In order to alleviate one unknown, we use the quasi-normal approximation (Millionshchikov 1941; André et al. 1978)

\[
\frac{w'w'w_B}{E(w'w_B^2 + B)} = \frac{2g}{C_p T_0} \delta z C_R \Delta R
\]

in Eq. (3.11). This yields

\[
\frac{w'w'w_B}{E(w'w_B^2 + B)} = \frac{3p(w'w)^2}{E(w'w_B^2 + B)} - \frac{2g \delta z}{C_p T_0} C_R \Delta R
\]

We test the quasi-normal approximation by calculating horizontal averages of the second and fourth moments of \( w' \) using data from SAM’s simulation of Wangara and the Global Energy and Water Cycle Experiment (GEWEX) Cloud System Study (GCSS) smoke cloud cases. These results were calculated at 2 p.m. for Wangara and at hour 3 for the smoke cloud simulation. The results of this, which are shown in Fig. 2, support using the quasi-normal approximation in the inversion jump layer for these cases.

We now compare Eq. (3.13) with Eq. (3.10), which leads to

\[
\left( w'w_B^2 + B \right) E - \frac{2g \delta z}{C_p T_0} C_R \Delta R \right)^2 = 3(w'w_B)^3,
\]

which can be solved in a quadratic equation for \( E \):

\[
E = \frac{\pm \sqrt{3(w'w_B)^3 + 2g \delta z}}{w'w_B^2 + B}.
\]

This formula is applicable to any PBL. As expected, radiative cooling acts to increase the entrainment rate, while \( B > 0 \) decreases it.

Equation (3.15) has two roots. For a clear, convective PBL, the second term in the numerator is equal to zero, while the denominator is positive. Thus, we must choose the positive root in order to ensure a positive entrainment rate. In the case of a smoke-filled PBL, the second term in the numerator and the denominator are both positive. Thus, we could choose the negative root and still get positive entrainment. We will discuss this further in section 4b. Finally, for the case of stratocumulus-topped PBLs that exhibit CTEI, the denominator can be negative (see section 4c). Thus, if the first term in the numerator is larger than the second, the negative root must be chosen. In practice, we find that we must choose the negative root for any stratocumulus layer with CTEI (see section 4).

If we substitute Eq. (3.15) into Eq. (3.10), we get an expression for \( w'w'w_B^2 \):

\[
\frac{w'w'w_B}{w'w_B^2 + B} = \pm \sqrt{3(w'w_B^3)^2/2}. \quad (3.16)
\]

The sign of \( w'w'w_B^2 \) depends on the choice of solution in Eq. (3.15). Further discussion of the sign is given in section 4. Figure 3 shows that LES results support the use of Eq. (3.16) for the cases we tested (Wangara, smoke cloud, and DYCOMS).

4. Test cases

a. Clear convective PBL

In a clear, convective boundary layer, \( \Delta R = 0 \) and \( B = (2g \delta z/C_p T) \Delta T \) in Eq. (3.15). Thus, the expression for the entrainment rate is...
Here we have chosen the positive root for the reasons explained previously. Equation (4.1) says that the entrainment rate increases with stronger turbulence at the PBL top (as measured by $w_9w_9B$) and decreases as the virtual static energy jump ($B$) strengthens. This is shown in Fig. 4.

We can compare our expression for entrainment in a clear convective boundary layer to the one that is used in the Colorado State University (CSU) GCM (also see Breidenthal and Baker 1985, hereafter BB85; Siems et al. 1990):

$$E = \frac{\sqrt{3p(w'w_B')^{1/2}}}{w'w_B + B}. \quad (4.1)$$

For $\Delta s_v > 0$, Eqs. (4.2) and (4.4) agree when

$$\delta z = \frac{1}{b_1} \sqrt{\frac{3w'w_B'}{e_m}} \left[ 1 + \frac{g}{C_p T_0} b_2 \frac{\Delta s_v}{C_p T_0} \frac{(\Delta s_v)}{e_m} \right] - 1 \quad (4.5)$$

Since $(g/C_p T_0)b_2\delta z_m(\Delta s_v)/e_m \gg 1$, we can simplify Eq. (4.5) to
For all cases in ADHOC 3, we calculate the inversion thickness using Eq. (4.6). As an example, if the vertical velocity variance at the PBL top is \( \frac{1}{4} \) of the vertically averaged TKE and the mixed layer depth is 1000 m, the inversion layer thickness would be approximately 108 m.

**WANGARA TEST**

To test our parameterization of entrainment for the dry convective PBL, we simulated day 33 of the Wangara experiments (Clark et al. 1971) with ADHOC 3. This is a classic dry convective PBL driven solely by heating of the surface. The mean state and higher-moment profiles in this PBL genre are well understood by the atmospheric science community (e.g., Andrée et al. 1978; Willis and Deardorff 1974; Moeng 1984). We ran the case from 9 a.m. to 6 p.m. using 10 vertical levels in the PBL, and we compare our results to those simulated by SAM.

In SAM, the simulation is conducted for the same 9 h. The domain size is 3.2 km horizontally and 3.0 km vertically. The grid size is 10 m in both the horizontal and vertical directions. The run is forced with observed surface heat and moisture fluxes. The surface momentum fluxes are computed with Monin–Obukhov similarity. Horizontal mean profile data is output as 5-min averages of profiles collected every 20 s.

In Fig. 5, we show a comparison between ADHOC 3 and SAM for the moist static energy \( \bar{h} \) and the moist static energy flux \( \bar{w} \bar{h}^* \) at 2 p.m. (6 h into the Wangara simulation). The agreement shows that ADHOC is able to keep the boundary layer well mixed and produce a linearly decreasing flux profile. The boundary layer top height, whose rate of growth is strongly influenced by the entrainment rate, is also in agreement with SAM. We also show \( \bar{w} \bar{w}^* \bar{w}^* \) in this figure. The biggest difference is near the surface where the vertical transport of \( \bar{w} \bar{w}^* \) is negative in ADHOC 3.

We compare the Wangara entrainment rate from ADHOC 3 [using Eq. (4.4)] with that of SAM (Fig. 6). We calculated the SAM entrainment rate using two methods: the method suggested by GCSS and that of YR08. While the GCSS method gives results that are a little noisy, there is some agreement between SAM and ADHOC 3. In this particular case, the ADHOC formula facilitates PBL growth to the proper height.

To directly compare the ADHOC 3 entrainment parameterization for the clear convective boundary layer to other schemes, we have also run ADHOC 3 with the entrainment parameterization of BB85. Figure 7 shows the evolution of \( \bar{w} \bar{w}^* \) in both of these runs, as well as in SAM. We see that the BB85 formulation does increase the PBL top height in time. It does not, however, do it as quickly as the LES, nor does it show the initial speeding up of the PBL top growth between 10 and 11 a.m.
ADHOC 3 agrees with SAM for the PBL top growth rate and shows the rapid evolution of the PBL top between 10 and 11 a.m. It does not, however, produce the same strength turbulence ($w^9$ is about 30% weaker).

Despite the weaker turbulence in ADHOC 3, the PBL top height agrees with that of SAM. This indicates that the ADHOC entrainment formula is more sensitive to the turbulence than that of YR08. This biggest difference between the two formulations is that the ADHOC 3 formula depends on $w^9$ at the PBL top, while the YR08 formula depends on the PBL top flux jumps. The strength of $w^9$ in the ADHOC 3–BB85 run is similar to that of the ADHOC 3–Eq. (4.4) run; however, the PBL top in the former does not rise as high. This is a direct result of the former being a function of the integrated PBL turbulence, while the latter depends only on the turbulence at the PBL top. The dependence on PBL top turbulence clearly has a more pronounced effect on the PBL top growth.

In Fig. 8, we look at the PBL top turbulence by examining $w^9 w_9$. The top panel compares the evolution in time; the bottom panel shows a scatterplot of $w^9 w_9$. The values of $w^9 w_9$ in ADHOC 3 and SAM are highly correlated. In the scatterplot, the points cluster around the diagonal black line (which shows a perfect 1:1 correspondence).

### b. Smoke cloud PBL

It was postulated in the 1970s (Deardorff 1976; Kahn and Businger 1979; Stage and Businger 1981a,b; Randall 1980; Lilly and Schubert 1980) that the radiative flux divergence in PBL clouds can promote entrainment in two ways. First, if it occurs in the cloud layer itself, it can *indirectly* increase the entrainment by promoting a larger buoyancy flux, leading to more turbulence. Second, if it occurs within the jump layer just above the PBL top, it *directly* affects entrainment by reducing the overall strength of the inversion. After a heated debate in the 1970s about the distribution of radiative cooling in
cloud-topped PBLs, Moeng et al. (1999) showed that almost all of it actually occurs within the cloud layer. Following Moeng’s work, we will also assume that this is true.

A radiatively driven smoke-cloud PBL is a layer that radiates as liquid water but does not undergo phase changes. The use of smoke cloud as a prototype stratocumulus was suggested by Lilly (1968) and has been used by many investigators (e.g., Schubert et al. 1979; Nieuwstadt and Businger 1984; Moeng et al. 1992; Bretherton et al. 1999). Like stratocumulus, a smoke cloud also emits longwave radiation as a gray body. This results in a sharp divergence of the longwave radiative flux emitted near cloud top and leads to strong radiative cooling, which can buoyantly drive turbulence. Thus, a smoke-topped PBL shares with the stratocumulus-topped PBL the essential features of turbulence and entrainment driven by radiative cooling.

For the smoke-cloud PBL, $C_R = 1$ and $B = \frac{(2g\delta z/C_p T)}{\Delta s_n}$ in Eq. (3.15). This makes our entrainment parameterization

$$E = \frac{\pm \sqrt{3}(w' \bar{w})^{3/2} + 2g\delta z \Delta R}{\frac{C_p T_0}{w' \bar{w}_B} + B}.$$  \hspace{1cm} (4.7)
We have shown that we must choose the positive root in Eq. (4.7). For consistency, we must also choose the positive root in the calculation of $w w' w_B'$ in Eq. (3.16). This is plotted in the top panel of Fig. 11. During the initial spinup, ADHOC 3's $w w' w_B'$ lags behind that of SAM. This correlates to the lower entrainment rate in Fig. 10. Once $w w' w_B'$ in ADHOC catches up to SAM, the entrainment rates are similar as well. In the lower panel of Fig. 11, we show a scatterplot comparing $w w' w_B'$ of ADHOC 3 and SAM at specific times in the simulation. The black diagonal line represents an exact match of the two values. The symbols in red represent values of $w w' w_B'$ during the initial spinup, while those in green are indicative of times later in the simulation. The green symbols are close to the exact-match line, with ADHOC 3 showing slightly larger values for the last hour of the simulation.

c. CTEI case

YR08 studied the cloud-top entrainment instability hypothesis (Lilly 1968; Randall 1980; Deardorff 1980) with SAM under idealized conditions. CTEI is hypothesized to create a positive feedback in PBL turbulence through a process known as buoyancy reversal (Siems et al. 1990). The tests of YR08 are idealized in that turbulence can only grow through buoyancy reversal. Other processes that typically influence stratocumulus clouds are not present (e.g., large-scale subsidence, surface fluxes, shortwave and longwave radiation, and precipitation). One of their results suggests that turbulence produced by CTEI is weaker than that of a typical marine stratocumulus boundary layer.

YR08 tested a variety of idealized cases in SAM with varying cloud-top liquid water mixing ratios and varying virtual potential temperature jumps at the PBL top. For this test case, we chose the case called BR-0.5–73. This case uses a 5-m isotropic grid with a 0.5 g kg$^{-1}$ liquid water mixing ratio at cloud top. It initially has a 4.75-K jump in $\theta_e$ and a $-6.35$ g kg$^{-1}$ jump in total water.
mixing ratio. The domain size is 3.2 km horizontally and 1.25 km vertically. The simulation time is 3 h.

For BR-0.5–73, the formula given by Eq. (3.15) also describes the entrainment rate. Here, \( C_R = 1 \) but \( \Delta R = 0 \), so the formula for the entrainment rate is identical to that of the clear convective case, with the exception that \( D_t \) in the \( B \) term includes the effects of liquid water. Here, \( D_t = D_s y^2 (D_s y)_{crit} \) (Randall 1980), where \( (D_s y)_{crit} = [1 - (1 + \delta)\nu/1 + \gamma L(q_B^* - q_{R^*})] \), where \( q^* \) is the saturation mixing ratio, \( \epsilon = C_p T/L \), \( \gamma = (L/C_p) (\partial q^*/\partial T)_p \), and \( \delta = 0.608 \).

To test the ADHOC 3 entrainment parameterization for this case, we calculate the entrainment rate using Eq. (3.15) and compare it to the entrainment rate diagnosed using the techniques of YR08. This is shown in Fig. 12 with the positive and negative roots of Eq. (3.15). The negative root is clearly correct in the case of marine stratocumulus that exhibit CTEI (negative \( D_t \)). The entrainment rate itself is nearly identical to that diagnosed from SAM. Thus, we would expect \( \bar{w}' \bar{w}' \bar{w}^*_B \) to be similar in ADHOC 3 and SAM. In Fig. 13, \( \bar{w}' \bar{w}' \bar{w}^*_B \) in ADHOC 3 does not adjust as quickly as SAM to the decrease in entrainment (between hours 1 and 2). The scatterplot in Fig. 13 shows a good 1-to-1 correspondence between ADHOC 3 and SAM, with the outliers being from the slower adjustment of ADHOC 3 (between hours 1 and 2).

d. Marine stratocumulus case

Marine stratocumulus clouds are among the most climatologically important clouds. Small changes in these clouds can significantly alter the amount of solar radiation impinging on the ocean’s surface. In climate models, one of the critical issues in parameterizing MSc is accurately representing the entrainment of the overlying warm dry air into these clouds. In this section, we examine the ADHOC 3 entrainment parameterization as applied to the 2003 DYCOMS II RF01 GCSS case (hereafter simply RF01). RF01 is a nocturnal Msc case in which the cloud deck deepened despite macroscopic conditions that would have suggested cloud breakup. [For more detailed information, see http://www.convection.info/blclouds and Stevens et al. (2003).]

The ADHOC 3 simulation of the RF01 case ran for 10 h and had fixed surface fluxes. The time step was 1 s; the vertical resolution was 10 m. The geostrophic wind was specified to be \( U_g = 7 \) m s\(^{-1} \) and \( V_g = 5.5 \) m s\(^{-1} \). The large-scale divergence of the wind is also specified to be \( D = 3.75 \times 10^{-6} \) s\(^{-1} \). Other case details, including the specification of the radiative forcing, are given in the above Web site.

In SAM, the simulation is conducted for the same 10 h. The domain size is 3.36 km horizontally and 1.6 km vertically. The grid size is 5 m in the vertical and 35 m in the horizontal. The run is forced with the specifications indicated in the GCSS case setup (see above Web site).

For any stratocumulus case, the ADHOC 3 entrainment parameterization is identical to that of the CTEI case with the exception that \( \Delta R \) is not equal to zero. Thus, the entrainment rate is given by Eq. (3.15) with \( C_R = 1 \). For this case, \( \Delta \tau \) in the \( B \) term includes the effects of liquid water as described in section 4c. To test
the ADHOC 3 entrainment parameterization for RF01, we calculate the entrainment rate using both the positive and negative roots of Eq. (3.15) and compare it to the entrainment rate diagnosed using the techniques of YR08. This is shown in Fig. 14.

The positive root is correct for stratocumulus, whereas the negative root is correct for the CTEI case. In the RF01 simulations, the radiative jump term dominates the numerator, making the numerator negative. The denominator is dominated by the $B$ term, which is also negative. Thus, both roots give positive entrainment but the positive root agrees with SAM and observational values from DYCOMS (Stevens et al. 2003). In the CTEI case, the denominator was also negative but the $D_R$ term is equal to zero. Thus, to get positive entrainment, we must choose the negative root for the numerator.

Since we have chosen the positive root in Eq. (3.15), we must also choose the positive root in Eq. (3.16). This means that $\overline{w'w w_B'}$ is positive for Msc but negative for cloud decks exhibiting CTEI (see previous section). The RF01 values for ADHOC 3 are compared with those diagnosed in SAM in Fig. 15. The agreement is good, with ADHOC 3 tending to slightly underpredict $\overline{w'w w_B'}$. It should be noted that some observations of DYCOMS (e.g., DYCOMS FLT1) show small negative values of $\overline{w'w w_B'}$.

5. Sensitivity to vertical resolution

An important aspect of our new ADHOC 3 coordinate is that it can be used with coarser vertical resolution. However, we need to understand changes in the fields that occur when resolution is decreased. In Fig. 16, we use the smoke cloud case and plot the smoke mixing ratio, the vertical heat flux, and the vertical velocity variance as a function of three different vertical resolutions ranging from 10 to 55 PBL layers. The turbulence becomes stronger as the resolution is increased. In fact, increasing the resolution to 55 layers brings the maximum in $\overline{w'w}$ closer to that obtained in the LES run. (See Fig. 9.) Overall, when we decrease the resolution from 55 to 10 layers, we see a decrease in turbulent intensity in the range of 10%–25%. However, the resulting PBL top height and entrainment rates are well represented in the run with 10 vertical levels (see Figs. 9–10). This is encouraging.

6. Discussion and future work

We have summarized a new method to calculate the entrainment rate in a unified mass-flux/higher-order closure PBL model (ADHOC 3). In previous versions of this stand-alone model (see LRabc), we had to use very high vertical resolution (>20-m grid spacing), mostly in order to resolve sharp jumps at the inversion. To maintain computational stability, we also had to use a very small time step (~0.5 s). Both the high vertical resolution and the correspondingly small time step made ADHOC 3's use in a general circulation model impractical. Here, we have modified ADHOC 3 to use a terrain-following vertical coordinate ($s$). With this modification, we can resolve the inversion with significantly coarser vertical resolution and potentially use ADHOC 3 in a GCM. This is our goal.

In the previous $z$-coordinate versions of ADHOC, entrainment was an implicit quantity. The PBL top rose in response to the turbulence below and we could
diagnose the entrainment rate from the height change of the PBL top in the model output. With a PBL-top-following coordinate, entrainment enters explicitly and thus must be parameterized.

Most previous entrainment parameterizations proceed from integration of the TKE equation over the PBL. Surface fluxes of heat and radiative cooling are balanced by dissipation and other TKE-consuming processes. This balance is usually parameterized using semiempirical constraints on the relationships between the TKE producing and consuming processes. The resulting formulas depend on the integrated TKE available for entrainment. These models include Lilly (1968), Lilly and Schubert (1980), Stage and Businger (1981a,b), Manins and Turner (1978), Deardorff (1976), and BB85. To apply these entrainment formulas, one must know the bulk integrated TKE, but not the turbulent structure within the PBL.

ADHOC 3 predicts the internal structure of the PBL and thus can use this additional information to parameterize the entrainment rate. Here, we developed an entrainment scheme that depends on the second and third moments of the vertical velocity just below the PBL top. ADHOC 3 predicts these moments.

We tested our new scheme with a clear convective, a smoke cloud, a CTEI, and a MSc case. ADHOC 3 was able to accurately represent the evolution of the PBL top height with the new parameterization. For the clear convective and smoke cloud PBLs, it also did a reasonable job depicting the structure of the turbulent boundary layer but did produce weaker turbulence than SAM.
interesting aspect of these simulations is that ADHOC 3 was able to represent the correct entrainment rate and PBL top evolution with weaker turbulence. This indicates two things. First, the ADHOC 3 entrainment parameterization is very sensitive to $\hat{w} \hat{w}$ and $\hat{w} \hat{w} \hat{w} \hat{w}$ (i.e., weaker turbulence leads to bigger responses). Second, the physics embedded in ADHOC 3 will adjust the model correctly to prescribed forcing. In these cases, ADHOC 3 adjusted by "recognizing" the sensitivity of the entrainment rate parameterization to the turbulent structure below it and reducing the strength of the turbulent moments to allow for the correct response.

For our CTEI case, we saw that we must choose the negative root in the entrainment formula. This is because $\Delta \tau$ in the $B$ term is negative because of CTEI. In this case, $\hat{w} \hat{w} \hat{w} \hat{w}$ in ADHOC 3 did not adjust as quickly to the decrease in the entrainment rate. The entrainment formula for the MSc was similar to the CTEI case with the exception that the radiative jump term was not equal to zero. Here, the cloud did not exhibit CTEI and we chose the positive root. Choosing the roots in this way forces $\hat{w} \hat{w} \hat{w} \hat{w}$ to be negative in the CTEI case and positive in the MSc (without CTEI) case. This is in agreement with observations.

To use a scheme like this in a large-scale model, we think that the positive root should always be chosen with the exception of cases in which CTEI is confirmed. In the case of the smoke cloud (where $\Delta R > 0$), it is possible to achieve positive entrainment with the negative root. However, we have tested a range of values of values for the numerator’s terms and found that the $\hat{w} \hat{w} \hat{w} \hat{w}$ term is always larger than the $\Delta R$ term [Eq. (3.15)]. As $\Delta R$ gets larger, $\hat{w} \hat{w} \hat{w} \hat{w}$ also gets larger and this remains true. In all cases that exhibit CTEI, $\Delta \tau < 0$ and this dominant term makes the denominator negative. In these cases, we find the negative root must be chosen so that the entrainment remains positive. The choice of sign, however, still remains an issue. We have not concluded with 100% certainty that there are not cases in which both signs will provide valid solutions. This will be analyzed in the future as we conduct new case studies to test the ideas.

Our new approach can and will be extended to stratocumulus-topped PBLs. However, the next major step in the evolution of ADHOC is to move away from the top-hat model and introduce a more realistic and flexible assumed joint distribution of the variables. The top-hat distribution has known deficiencies in the representation of higher-order moments (Wang and Stevens 2000). Thus, this is the most important remaining problem to be addressed.
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APPENDIX

Finite Differencing in ADHOC 3

The mean state and the third moments are defined at different locations than the second moments and the vertical advection $\hat{\sigma}$. (See Fig. A1.) This facilitates easier finite differencing of the turbulent transport and vertical advection of the mean state. The vertically discrete continuity equation in such a system is

$$\frac{\partial \pi}{\partial t} + \nabla \cdot (\pi \hat{v}) + \frac{\pi \hat{\sigma} \Delta_{k+3/2} - \pi \hat{\sigma} \Delta_{k-3/2}}{\delta \sigma_k} = 0, \tag{A.1}$$

where $k$ is the layer index. (See Fig. A1.) If we sum Eq. (2.9) over all PBL layers, the last term gives us contributions from only the surface and the PBL top layers. Since $(\pi \hat{\sigma})_S = 0$, we can write

$$\sum_k (\delta \sigma)_k \frac{\partial \pi}{\partial t} + \sum_k \pi (\hat{v} \cdot \hat{v})_k \delta \sigma_k = g(E - M_B), \tag{A.2}$$

where $g$ is the acceleration of gravity, $E$ is the entrainment rate, and $M_B$ is the cumulus mass flux (Arakawa 2000).

![Fig. A1. The vertical grid, showing the indexing scheme. The PBL top is treated as a "virtual layer," with zero thickness. The layers above the PBL top are not shown.](image-url)
Here we have introduced the approximation $V \cdot \nabla (\pi v) \sim \sum_k \pi (V \cdot v)_k \delta \sigma_k$, which is used only in our single-column tests.

In ADHOC 3, we predict the PBL thickness, $\pi$, using Eq. (2.10). Then we use $\partial \pi / \partial t$ in Eq. (2.9) to get $\pi_{\text{S}}$ at each level. Finally, we use these $\pi_{\text{S}}$ values to do vertical advection in all our prognostic equations. The $\delta \sigma_k$ values are preset but we need to update the pressure and height thicknesses of the layers after each time step.

Finally, the manner in which the finite difference model handles boundary conditions at the infinitesimal top layer is shown in a flowchart in Fig. A2. ADHOC 3 predicts $w_B$. In the prognostic equation for this, we need to know the divergence, $w''w_{\text{B}1/2} - w''w_{\text{B}+1/2}$. The second term is predicted, while the latter term is approximated using

$$w''w_{\text{B}1/2} = 0.5 \times w''w_B. \quad (A.3)$$

ADHOC 3 also predicts the moist static energy and total water mixing ratio at levels $B + \frac{1}{2}$ and $B - \frac{1}{2}$. We linearly extrapolate these values to levels to levels $B$ and $B+$. We then use these values to calculate the virtual static energy jump across the PBL top layer ($\Delta S_{\text{v}}B$). This and the predicted value of $w''w_B$ are used to calculate the entrainment rate in Eq. (3.15). This entrainment rate is then used in the calculation of $w''S_{\text{v}B}$, which is then used to predict the new value of $w''w_B$.
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